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ABSTRACT

During the 1E~s we will continue to see an increased

use of distributed computer networks. Although network

usage has been found to be effective in a wide variety of

applications, continued network expansion heightens the need

for effective management tc acnieve cptimum performance,

reliability, and security of network operations. Advances

in network management have not kept pace with the problems

that arise in network operation. The Community Cn-Line

Intelligence System (COINS) is a packet-switched netwcrk

connectine organizations in The U.S. intelligence

ccirmiin ty. COINS exhibits many of the difficulties faced by

large networks. It is ironic that networks have made

advanced technologj available to a large number of users,

yet the use of advanced technology to assist network

management has been relatively limitEd. This thesis will

study the COINS Networt Control Center (CNCC) and explore

ways that Voice In.Tut/Cutiut (VIO) Technology can be used to

irprove the dey-to-day management of network operations.
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I. INTROUbCTiON

A central technological theme o f the 1970s was the

coupling of two technclcgies: computing and communications.

Dramatic reduction in the cost of digital-tecnnology and a

less dramatic, out still sizeable, expansion of date

transmission capabilities have spurred the introduction and

growth of several geographically distributed cc rnputer

networks. Pioneered by a combination of government research

and private initiative, computer networks are becoming

increasingly available for a wide variety of applications.

The essential characteristic of a computer retwork (or

more prcperly, a computer communicaticns network) is that

the user views the network as a collection of cop-puting

rescurces that provide a range of diverse services and

capabilities [Ref. 1: p. i 10]. These computational

resources are accessible to users through a network

architecture that is more or less transparent. In most of

today's networks, the user must establish a logical

connection to one of the network comiputers end use a set of

host-dependent commands to access and uanipulate data.

Networks of the future are likely to te beccre increasingly

transparent in the sense that the user will view the entire

network (and ccnnected netwcrks) as a single black box that

provides a set of Information processing rEsources that can

Ii



be accessed by a common comimana and query language. Figure

I illustrates the user's view of a present-day computer

coirunications network.

Much of the work in advancing network technology has

been spearheaded by The Advanced Research Projects Agency

(ARPA) of the repartment of Defense (DoD). The ARPANET, an

experimental network emIloyine packet-switching technology,

has been operational since 1969. This network connects over

fifty host computers at more than forty different locations.

This geographical dispersion is accompanied by considerable

diversity in the types of computers that serve as host

machines. In addition to its own networking activities, the

ARPA technology has influenced a number of other diszributed

information processing projects toth within DoD and in other

government agencies. One cf these efforts was the Community

On Line Intelligence System (COINS) which interconnects on-

line information storage and retrieval systems located at a

number of locations within the U.S. intelligence community.

As with many areas of advanced technolcgy, the technical

problems of computer networking have been solved fairly

easily; the problems of network management and control have

been a good deal less tractable. It is ironic that the

control mechanisms for computer retworks, which embcdy

advanced ADP and communications technology, are generally

rather primitive. The COINS Network Control Center (CNCC',

for example, has several serious limitations in hariware,
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software, and in operator assistance. The purpose of this

thesis is to study the existing CNCC and to explcre ways

that Voice Input/Output (VIC) technology might be used to

help the CNCC operatcrs better manage the network. To

assist in this process, we have designed and imrplemented a

computer simulation of the CNCC to help us study the

applicability and feasibility of voice technology.

We will first describe the COINS Network and the CNCC.

We will then summarize some of the advances in VIO

technology over the last several years and analyze the

extent to which the technology is likely to ifprove the CNCC

operation. We will then aescribe the design of the CNCC

corputer model and present some preliminary conclusions that

were obtained ty using it. lastly, we will discuss

irplementation strategies, costs, and potential pitfalls

associated with installing VIO in the CNCC.

14
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I. T1HE COINS NETWORK

A. BACKGRCUND

The Ccmmunity On Lire Intelligence System grew cut of

the need for U.S. intelligence agencies to share

information. COINS I criginated as a star network with a

message-switching computer in the star's logicel center at

NSA. In the early days of COINS I operation, the switch

computer served as a de facto Network Control Center because

all traffic was routed through it enabling It to monitor the

status of the network [Ref. 2: p. 3-1]. COINS II, developed

in the mid-lY70s, uses the ARPA packet-switching technology

to connect its host computers. There is, therefore, no

longer a central message-swit-b to perform the network

control function.

The current network consists of several host systems

(some of which are served by PDP-11 front-end jrocessors).

Hosts are connected to the network by Interface Message

Processors (IMPs) interconnected by wideband cor unication

linEs. The IMPs form a reliable and secure communications

subnetwork which uses a variety of techniques, such as

adaptive routing, to ensure network performance and

availability.

Auring a typical COINS operaticn, a user at a terminal

connected to some host (or alternatively to a Terminal



Access System (TAS)) enters an interrogation request for

retrieval of information that resides at some other networr

host. The retrieval request Is 1,assed from the host to its

IMP where It is divided Intc packets approximately 1000 bits

long. These packets are independently routed through the

networJk until they arrive at the destination IMP where they

are rEassembled into the original interrogation message.

After reassembly, the destination IMP passes the request to

its host computer for action. The destination host

processes the interrogation by retrieving and formatting the

requested data from its files and passing the answer,

through the network, back to the requesting terminal [Ref 3:

p. 1-3]. COINS hosts provide a variety of query languages,

file structures, network protocols, and terinal types.

Additionally, The COINS Project management Office (COINS

PMC) actively develops hardware and software components to

f'acilitate the smooth and rapid exchange of information

between users on diverse hosts. The Technology Transfer

Research Facility (TTRF), a part of the COINS P'O, is

actively involved in projects such as the DARPA-sponsored

Man-Machine Relationship Program and the developrrent of a

multiple retrieval language translator (called ADAPT) which

is intended to serve as a common user interface.

• 16



B. NETWORK CONFIGURATION

Conceptually, the COINS II network can be viewed as

4 consisting of four independent layers cr rings as shown in

Figure 2. The Host ring consists of relatively large

conlputers that suplort on-line data bases and provide direct

analytic support to intelligence analysts. Fxamples include

the SIGINT On-line Infcrmation System (SOLIS) at NSA and the

UNIVAC-110 system at the National Photo Intelligence Center

(NPIC). The Access prccessor Ring consists of various

corputer systems that allow a user to access COINS data

bases without going through a host. Included in this layer

are the Terminal Access Systems (TAS) which are roughly

analcgous to very high-powered TIPs in ARPANET terminology;

Front-End Processors (FEPs) which connect hosts to the

communicaticns suonetwork; and Gateways, which serve as

interfaces between COINS II and other networks. The IMP

ring Is the communications sutnetwcrk based upon ARPANET

philosophy and technology. The T1 (tetrahedron) ring is

that activity that links the IMPS together and rraintains the

secure cormunications of the COINS II networic [Ref. 4: p.

4-5].

In x-igure 3, which portrays the current COINS II

topology, the incependent layers are denoted by different

symtcls: hosts are represented by rectangles; access

processors by triangles; and IMPS by circles. Figure 3

highlights the fact that COINS II is a true distributed

17
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network with functions allocated both to individual layers

and to individual components on the same layer. This

provides greeater reliability and flexibility since the

network can continue to operate in the face of host, IMP, or

communication line failures. A key feature of the netwcrk

is the use of an aaaptive routing algorithm to pass messages

frcm IMP to IrP . Each IMP is connected to at least two

neighbor IMPs. At the time an IrP receives a rressage from

its host, it decides the proper route to use tc deliver the

ressage to its destination based on the current state of the

Letuork. For exarple, to route a message from IMP I to IfP

2, there are three lines from which to choose. Normally,

the direct line (line 1) would be the best approach. If IMP

1 detects that line i is either ciown or heavily loaded, it

can choose to route the message indirectly over two other

possible routes.

C. NZT ORL hXANAGi(INT AND CONTRCI

Management of a computer network encompesses all facets

of operation inciLding long-range planning, training,

staffing, 2nd budgeting. In this paper, hcwever, we will be

priparily concerned wich day-to day management and control

cf network resources. The chief prerequisite for effective

operational control is the ability to rapidly diagnose and

respond to failures in the network. These functions are

performed by the CCINS Network Controller who uses the COINS

-0



Network Control Center (CNCC) computer to assist in the

monitoring and control of the network. The CNCC and the

Controller will be discussed in greater detail in the next

section. Before doing so, however, we will point out some

of the general protlems of controlling a distributed network

and discuss sore of the longer range plans for CCINS network

it anagement.

The COINS ccmmunicaticns subnetwori can be considered a

distributed computation system [Ref. .3: p I-E], since

message/paciret prccessing, netwerk status mcniToring, and

trouble reporting are performed indepenaently by each IMP.

This distrlbuticn of functicn, while ensuring better overall

reliability and service, does c o rplic at F the problem of

detecting and correcting probles with network comronents.

Gec~rapbical distribuzicn further aggravates the control

problem. The CNCC was established to address the p roblers

cf distributed ccntrol. It serves'the multiple functions of

continually monitoring and diagnosing .rcblem areas,

cccrdinating corrective measures, and prcviding a central

point to which users may direct inquiries and corplaints.

Each IMP is programmed to examine itself eand its interfaces

periodically and report the results to the CNCC. The CNCC

collects these (pcssibly confiictingi IMP reports,

aetermines the most likelj true state of the network, and

21



suggests tfle required repair activity in the event of

reported failures.

The COINS PMO Is plannirg to Implement a fully automated

on-line systemr for the collecting, editing, analyzing, and

repcrting cf netwcric infcrmaticn. The infcrrraticn will be

usel to m~onitor tte operations, performance, and utility of

the COINS Network. This effort, known as the COINS Network

Naenagernent System (CNrS), is planned to be irplErnented in

stages over the next five years. This paper is Intended to

I corrplement that effort by exploring some remedial steps that

can be taken to irrprove the performrance 0of the existing CNCC

that later could be incorporated into the enhanced CNMS.



III. THE COINS NETWORK CCNTRCL CENTER

A. CONFIGURATION AND FUNCTIONS

As noted above, the CNCC maintains a dynaric picture of

the status of all network components (IMP's, FEPs, INIs, And

lines) and Is thus able to direct recovery Frccedures in the

event of component failures. The CNCC machine, a

Honeywell-316 computer, is attached to the subnetwork by

means of a local host connection to the network's master IhP

(IMP 1). The operation of the remote IMPs can be controlled

either from the CNCC or directly from the Master IMP. The

Control Center operator is responsible for both rachines.

The CNCC uses twc teletypes 'kncwt as the Logger TTT and

the Summary TTY) as primary output devices. The system uses

the Logger to print event-oriented messages as they occur.

Logger messages are often concerned with alert information

pertaining to the status cf network ccmponents and will

frequently require action by the Network Controller. The

CNCC has an alarm box wired into the logic of the Logger TTT

which keys on the presence of a sentinel character (ASCII

contrcl-G cr BELL) in a Logger message. Thus, ty changing

the text of the Logger tessages, any message can be made to

set off the alarm box and alert the operator. The Summary

teletype is used to print periodic reports and also serves

as the primary comioand input device for the CNCC operator.

23
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The CNCC can also communicate with cther COINS hosts such as

the UNIVAC 494 host az NSA. These host-to-host

communications are used primarily to transfer network status

and summary files for further processing and reporting. One

of the fundamental objectives of this thesis is to evaluate

the use of voice input technology to perform the input

function of the Summary TTT and voice output technolog, to

perform the acticn-alert functicn of the Logger TTT.

The CNCC program is driven by three sources: (I) reports

from the network IMPs, (2) a real-time clock, ard (3; input

comrrands typed on the Summary TTY by the operator.

Each IMP sends two reports tc the CNCC corputer at least

once every 52 seconds. The first of these, the status

report, provides Informatlcn about the cperaticnal conditiCt

of the IMP itself, moderrs, and connected hosts; the second,

the throughput report, provides data throughput information

in terms of both words and packets for ail modems and hosts.

If these reports suggest a change in status of any network

component, the CNCC will output a message on the Logger TTY

that may require action by the CNCC cperatcr. The

statistical information is accumulated and out;ut on the

Summary TTY either automatically, in response to an

interrupt from the realtime ciocx, or on derand, in rEsponse

to a command from the Network Controller.

The CNCC progrem accepts commands typed by the operator

on the Summary TTY and performs a variety of functions to

24



monitor and control the network ccnfiguraticn. These

functions include reloading or restarting an IMP, testing a

host or modem interface, cr selecting one of the statistical

surrmary reports for display.

B. ROLE OF THE NETWORL CONTROLLER

The COINS Network Controller is responsible for overall

operation of the network. It it irportant to note that,

although we often refer to the Network Controller as "the

operator", his duties are considerably broader than those of

a computer operator in a traditional ADP center [Ref. 5].

The Network Controller's role includes the coordination and

monitoring of netwcrk performance, production cf network

status reports, diagnosis of failures of network components,

and direction of recovery procedures. Given the distributed

nature of the COINS II network, the Controller hes first-

order responsibility for network operations. The major

duties of the Network Controller are sumrarized in this

section [Ref. 3: pp. 1-10 - I-l].

The Network Controller is responsible, first of all, for

operating the CNCC coirplex. This includes the loading,

starting, and normal operation of both the CNCC and the

master IMP programs. Although in this thesis we are

primarily concerned with the CNC0 H-316 computer, the CNCC

Network Controller is responsible for a much larger hardware

suite. Other computers in the CNCC complex include the

25l
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PDP-11/70 Terminal Access System (TAS) that interfaces 32

user terminals to the networl; the Network Service Host

(NSH), another PDP-i/70 system used fcr research and

development and network software suppcrt; and several other

special-purpose computer systems [Ref. 6: p. 2-4]. It is

planned that ultimately the Network Ccntroller could monitor

all these systems from a single integrated operator console.

The network monitoring activity consists rainly of

observing the CNCC Logger reports and properly interpreting

error and failure indications. Duties include coordinating

network status with the COINS PMO, scheduling of special

network tests, gathering performance and throughput

statistics, verifying the programs at the network IMPs, and

the coordinating any needed maintenance suppcrt. The

Network Controller is also responsible for monitoring the

CNCC hourly summary reports, requesting additional reports

if necessary, and off-loading report files end network

statistics to the TIPS1 system at NSA for further processing

and analysis.

The most important duties of the Network Controller are

those that affect the day-to-day coeration of the netwcrlk.

These include diagnosing network or user problems,

conducting network tests to measure perfcrmance, and

releasing new software to the network IMPs. The Network

Controller's fundamental responsibility is to keep all

network components operating at a level that assures users

26



of reliable and timely service. Additionally, be serves as

the focal point for questions, problems, and complaints

about all aspects of network operation.

C. CNCC INPUTS AND OUTPUTS

1. Summary Teletype Output

The messages printed on the Summary TTT contain

network informaticn that has teen compiled by the CNCC

computer from IMP status and trouble reports. Suirmary

reports fall Into three general categories: those that

provide Information on the current status of network

components; those that provide aQcumulated summaries of

status information; and those that provide accumulated

summaries of host and line zhrougbput[Ref 2: Alpendix B].

The Network Controller can select any of these reports by

entering commands at the Summary TTY. In addition,

accumulated summaries of throughput and status Information

are output automatically every four or eight hours. The

appropriate operator commands are described below.

There are two current status rerorts: QUTCKPRINT end

HOST STATUS. The QUICKPRINT, a sample of which is shorn In

Figure 4, uses one-character codes to describe the current

status of all IMPs and lines in the network. This report

also displays any unusual situations (e.g., sense switches

ON, OVERRIDE ENABLED, etc.) The following status code

definitions are used In the QUICKPRINT report:

27



Zt30 AUGUST 5 1981 ;UICK SUMMARY

* IMP

12*34567890 1234

LINE

IMP 1 SS 4 ON
MSG GEN ON

Figure 4. Sample QUICKPRINT Report
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? - status unknown

. - up

* - down

+ - plus side of line down

- - minus side of line down

>- plus side of line looped

< - minus side of line lcoped

Z - both sides of line looped

The HOST STATUS reiort gives the current status of all hosts

in the network or of only those hosts connected to a

specific IMP. A sample HOST STATUS report is shown in

Figure 5.

The CNCC accumulates status information on ell IMPs

and lines on a daily basis. This information is displayed

in the STATUS report. Status is reported in terms of 15

minute segments such that an entry is printed for a time

period only if the status of one of the components changed

during that interval. The STATUS report employs the same

set of codes used in the QUICKPRINT with the addition that,

if the status of any IMP or line has charged auring the

interval, its status will be shown as "X". A sample of the

STATUS report is shown in Figure 6. The IMP and line STATUS

reports are automatically summarized and output three times

a day, at 0800, 1600, and Z400.

The CNCC compiles throughput statistics on the

amount of traffic transferred between hosts end over the

29
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e532 AUGUST 5 1981 HOST SUMMARY

IH IMP
123456

IMP 1 hOST 0 (VIRT-hOST 1) UP
HOST 1 (VIRT-HOST 7) DCWN
HOST 2 (VIRT-HCST 10) DOWN

IMP 2 BOST 0 (VIRT-hiOST 2) UP
HOST 1 (VIRT-HOST 12) UP
HOST 2 (VIRT-HOST 13) UP
HOST 3 (VIRT-HOST 14) DOWN

IMP 3 HOST 0 (VIRT-HOST 3) DCWN
HOST I (VIRT-ECST 15) UP
HOST Z (VIET-HOST 16) UP

IMP 4 HOST 0 (VIRT-HOST 4) UP

IMP S HOST 0 (VIRT-HOST 5) DCWN
HOST 1 (VIRT-HOST 23) DOWN
HOST 2 (MIRT-HOST 24) DCWN

IMP 6 HOST 0 (VIRT-HOST 6) DCWN
HOST I (VIRT-HOST 26) DCWN
HOST ; (VIRT-HOST 27) DCWN
HOST 3 (VIRT-HOST 3e) DCWN

Figure 5. Sarrple EOST STATUS Report
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AUGUST 5 19E1 COINS NETWORK SUMMARY 0000-1e00

IMP STATUS

TIME 123456

0000 ?7??
1030 XXXXXX
1045 .....

LINE STATUS

TIME 1234567890 1234

eo 7?7????77?? 7???
1030 XXX??XXX?? ???X
1045 ... ?? ... 7 ??77?.

1315 ...??...?? 7??.
1330 ...??.XX?? ?7?.
134! ...?? ...?2? ???.

Figure 6. Sample STATUS Report
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lines of the network. This information can be displayed in

either of two reports: the hourly THRUPUT summary report and

the eight-hour DAYSUM report. The formats of these reports

are identical; the statistics, however, may differ somewhat

depending on the time of the request.

In the THRUPUT report, shown la Figure 7,

information is arrangea by IMP and within each IMP by

physical host address with the virtual host address (VHA) in

parentheses. Host throughput is reported in terms of the

number of messages and packets sent and received for both

inter-site and intra-site traffic. The f!ollowing symbology

is used to denote the information unit and path direction in

the THRUPUT report:

M->N Messages sent to hosts at other network sites.

M<-N Messages received from hosts at ozber sites.

P->N Packets sent to hcsts at cther sites.

P<-N Packets received from hosts at other sites.

M-_>S Messages sent to hosts at the same site.

M<-S Messages received from hosts at the same site.

P->S Packets sent to hcsts at the samE site.

P<-S Packets received frov; hosts at the same site.

Throughput figures less than 32,767 are exact; those

between 32,76e and 2,097,151 are accurate to within 3%; and

* those greater than 2,0Y?,151 are shown as +.+++++.

32

I7-



I -

AUGUST 5 1#81 COINS NETWCRK SUMMARY 1400-1500 PAGE E

HOST 0 HOST 1 HOST 2 HOST 3
IMPel ( 1) ( 7) (10)
r->! 26Y3 263
M<-N 698 2962 691
P-"N 3439 361
P<-N 69E 6168 867

M<-S 140
P<-S 140

IMP Z ( 2) (12) (13)
Ii6> lr 1765- 117

1',<-N 17e8 18ee 122
P->M' 3670 3151 38b
P(-N lEi 1Y21 181

IMPO3 ( 15)
M-> 281
M<-N 669
P->N 729
P<-N 720

AUGUST 5 1Y81 CCINS NETWORK SUMVARY 1400-1E00 PAGE 9

IINF THROUGHPUT

LIN! 1.: IfMP01 TO IMPefZ V466 ItVP02 TO IMPOI 110Y0
LINE 2: IMP0I TC IMP06 170t IMP06 TO IMP01 1622
LINE E: IPZ3 TO IMP05 326E IMPe5 TO IMPe3 2309

i4dure 7. Semple ThRUJPUT Report
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2. Logger Teletype Output

a. General

The description of the Summary teletype outputs

was relatively straight forward, since the outputs were

well-defined and fairly predictable. Such Is not the case

when we consider the outputs that appear on the Logger

teletype. We recall that the Logger TTY is used for alert

type messages, many of which require sore action by the

Network Controller. Appendix B of Reference 2 contains a

list of 93 possible output messages that may be sent to the

Logger TTY. Many of them are merely Informational In nature

and are useful primarily for later diagnosis and tracing of

events. It Is, therefore, reither necessary nor desirable

for our purposes to describe them all. Instead, we will

present the general form of the Logger messages and describe

those that pertain to the overall performance of the

network. The messages with whicb we will be concerned are

mainly thcse that will activate the COINS alarm box to

audibly alert the Network ControLler. These messages are

the ones that wculd be candidates to be sent to a voice

output device. A fuller discussion of Logger messages is

found in Reference 3.

All Logger messages have the following general

form:

<time> <reporting net component>: <event descr>
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where <reporting net component> is some IMP or line and

<event descr> is a brief message describing the specific

event. Some examples are:

0745 IMP 1: VIRT-HOST 10 DOWN

1349 LINE E: ERRORS MINUS 5/6

1350 IMP 5: TRAP (7,, 401, 1)

In the remainder of this section, we will describe some of

the more important Logger TTT messages.

b. BAD HOST DATA CHECKSUM

Each IMP has internal tatles on which it bases

message routing and delivery decisions. Should one of these

tables become disturbed, for example because of a program

crash, this message will appear on the Logger at one minute

intervals until the table Is repaired.

c. HOST N DOWN

The IMP is reporting that physical host N has

dropped its ready line. A variation of this message is

VIET-HOST N DCWN" which provides the same inforration for a

host that is assigned a virtual host number. Because local

host operation is not a CNCC responsibility, this message is

mainly to provide informaticn that might be used to answer

user queries.

d. IMP N LOWN
'II

The neighbors of IMP N have reported that the

lines to that IMP are dcwn. The CNCC has decided that the
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IMP is not available for network service although It may

still be actually running and able to communicate with its

local hosts.

e. LINE I DOWN

The IMPS at either end of line I have declared

the line dead. The CNCC makes the decision to report the

Line dead.

f. LINE X DOWN PLUS (or MINUS)

The end of a line which Is connected to the

higher numbered IMP Is defined to be the "plus" side of the

line; that connected to the lower numbered IMP is the

"minus" side. This logger message Is similar to the

previous one except that the IMP et only one end of the line

is reporting a problem.

g. TRAP (T,A,X)

The reporting IMP has detected an internal

anoraly, the T, A, and I values provide further information

about the trap. Usually these messages are of Interest to

network software personnel only; some of them, however,

require operator action to clear up the error condition.

h. CRASH (T,A,X)

This message indicates that the reporting IMP

has detected a serious program malfunction that caused the

program to crash. It has reloaded itself and the program is

now up and running. T, A, and X contain register values

useful to software personnel diagnosing the failure.

S, 36
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i. VIRT-HCST-TBL X

This message indicates that the serial Dumber of

the reporting IMP's virtual host address (UEA) table differs

from the master in the CNCC computer. Appropriate operator

action is required to make the serial numbers consistent.

3. Network Controller Commands

a. General

As was the case with the Logger TTT ressages

there are a large number of CNCC operator commands that do

not concern us. We will be concerned primarily with those

that ire used frequently in network monitoring and

troubleshooting. These are also the commands that are good

candidates for voice Input. Commands to the CNCC are

preceded by the command sentinel character ? and consist

of a 1-3 character command mnemonic followed, optionally, by

additional command-dependent parameters such as filenamFs,

IMP numbers etc. In the discussions that follow, operator

entries are in upper case and underlined; prcmpts and

responses by the CNCC are all in lower case. Expressions in

angle brackets, e.g. <FILENAME>, are used to represent ASCII

strings. The "$ character is used to denote the ASCII

escape character (cctal 53). Some examples are:

?REPort Daysum:

?Broadcast file: <FILENAME>$ imp; <#>$
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CNCC commands can be grouped into three broad

categories: commands used to produce suirrary reports;

comrmands used to manipulate local CNCC files; and commands

used for remote transmission of files between the CNCC and

other network components. For a complete list of' CNCC

coirmands, see Appendix E of Reference 3.

b. Summary Report Ccommands

To request a specific surrrary report, the

Controller types ?REP and the first letter of the report

type (e.g. D for DAYSUM report). The command is termrinated

by typing a colon. The follcwIng are the ccmmands fcr the

various summary reports:

?REPort Quickp:

?REPort Host status:

?REPort Host status Imp:<#>$

?REPort Status:

?RlPort Thrptsum:

?REPort Daysum:

c. Local File Coirands

Local file commiands ailow the operator to

perform routine operations on local CNCC files. The

following exam'ples Illustrate the types of commands

available. for a mcre complete description see Sect ion III

of Reference 3.
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?Print Directory

?Print Total (disk space available)

?REName (old) <FILENAME>$ (new) <FILENAME>$

d. Remote File Transfer Commands

The commands used to transfer files between the

CNCC and cther components in the COINS network are probably

the most important of all the operator cormands. They

provide the Netvcrk Controller with a means of reloading

rewote IMPs and correcting other network problems. One of

the most frequently used commands Is the BROADCAST command

which has the following general form:

?Broadcast file: <FILENAME$ Imp: <#>$

where (FILENAME> determines the specific action and <#> is

the IMP number to which the file will be sent. Numerous

examples of the use of this command can be found in

Reference 3.

To correct certain types of checksun errors, the

Controller uses the RELOAD comrrand which has the following

general form:

?RELoad file: <Ir'PSTS ####BIN##>

rodem: <#>$ imp: <#>$

where <IVPSTS #### BIN ##) is the uame of the latest version

of the IMP program ard <*> refers to the modem rumber and

* 39



the IMP number of a neigbbor IMP to the one reporting the

checksum errors.

On occasion, the operator wants to transfer a

file from the CNCC disk to another COINS host. Often, these

are statistical files sent to another host for follow-on

processing. This function can be accomplished by the SEND

command which has the following form:

?SEnd local-file <CNCCFILE>$

to host <#>$ remote file nrme<REMFILZ>$

where <CNCCFILE> is the name of the CNCC file to be

transferred and REMFILE> is the name that the file will

have in the file system of the remote host.

D. LIMITATIONS OF CURRENT CNCC CONFIGURATION

As currently configured, the CNCC has a number of

shortccmings that make It more difficult for the Networic

Controller to perform the basic functions of network

monitoring and control. Although not all of these problems

are germane to the current inquiry, it Is worthwhile to

discuss each of them briefly to put the existing CNCC in

perspective.

The most obvious limitation Is the relatively primitive

hardware in the CNCC. The CNCC computer has only 321 bytes

of primary memory and cannot be expanded; this places a

severe constraint on its ability to manipulate and enalyze
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network status information. There is insufficient disk

storage to save all the raw data that is sent to the CNCC.

As a consequence, data must be summarized before it is

stcred with a resulting loss of Information. The CNCC

output devices are quite slow and it is possible to lose

traffic in peak situations. It is worth nctIng that a

number of COINS hosts have completed major hardware ulgrades

while the CNCC hardware still represents the technology of

the early 1 70s [Ref. 2: p. 3-3].

There are similar proolems with the CNCC software, both

with the analytical routines and with the procedures that

interface directly with the operator. Many of the output

messages are cryptic and require considerable experience and

guesswork to interpret correctly. The input command

language is also not very human-oriented. Some of the

corrective procedures are cumbersome and ;rone to error.

For example, the procedure for reloading an IMP can

sometimes as many as eight fairly complicated steps [Ref. 2:

p. 3-6). Humanized, self-contained output messages and

simple macro type input commands would go a long way to

simplify the job of the Network Controller.

One of the most serious problems facing the Network

Controller Is just the number of individual consoles that

must be monitored. As noted aoove, the CNCC operator is

responsible for the operation cf several computer systems in

addition to monitoring the Logger and Summery TTTs. While
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these systems are all in the same general area, it is not

possible to monitor and operate all the systems effectively

without a considerable amount of physical movement. One

study showed that, in the course of a typical week, the CNCC

operator made 803 separate trips" between various positions

and covered a distance of over five miles. More significant

than total distance is the fact that the frequent

interruptions make it hard for the Controller to maintain

effective continuity over all tbe positions. He will too

often be at the wrong console at the wrong time and thus

miss some important messages.

These shortcomings cannot be eliminated by a piecemeal

approach. Ultimately, the CNCC will have to be replaced by

a modern computer system that enhances and sirplifies the

job of network management. Plans for such an upgrade have

been developed by the COINS PMO. A turnkey replacerrent

system is, hcwever, several years away. Advances ir Voice

Input/Output (VIO) technology over the last several years

provide the potential to make some Iipcrtant interim

improvements at comparatively moderate cost. In the

remainder of this paper, we will take a closer lock at voice

technology and examine ways that it might be adapted to the

* Jexisting system to increase the effectiveness of the COINS

Network Controller.
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IV. VOICE INPUT/OUTPUT TECHNOLOGY

A. GENERAL

As we noted In the previous section, several cf the

problems faced by the CNCC Network Controller could be

categorized as shortcomings in human factors engineering.

One way of improving the human aspect of any system Is to

sirplify the procedures used to communicate the Intentions

of the human operator to the system. Another is to provide

a better way of notifying the operator that a significant

event that requires his attention has cccurred. What we

will attempt to do in the remainder of this thesis is

explore and highlight ways of achieving these two

fundamental improvements to the current CNCC system. On the

input side, we will examine the uses of Automatic Speech

Recognition (ASR) equipment; on the output side, we will

consider the use of voice output tecbniques, such as speech

synthesis. Input and output will be discussed separately in

vore detail in B. and C. below. In the remainder of this

section, we will outline the overall approach of the

investigation.

The approach traditionally used to evaluate the

potential of ASR for a particular application has been to

conduct what are called [Ref. 7: p. 4] evaluation

experiments". Evaluation experiments are the most rigorous
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type of experiment and usually involve careful control of

experimental conditions, a number of replications, and a

formal analysis of numerical measurement data. References 8

and 9 are good examples of the use of evaluation experiments

to determine the usefulness of speech recognition in a

;articular application environment. There are a number of

advantages to this approach, the most obvicus being that the

conclusions are bolstered by hard statistical evidence. The

disadvantage Is that It is often difficult and expensive to

develop experimental models that realistically portray

real-world situations.

For a number of reasons, we decided not to use a foral

evaluation experiment for the CNCC study. First of all, the

CNCC is a complex man-machine system that Is extremely

difficult to model realistically it a controlled experiment.

Events in the network are not determialstic and by

introducing the controls necessary for a formal experiment,

we run the risk of building a model that does not accurately

portray the real system. Related to this Is the difficulty

of obtaining people with adequate background to serve as

experimental subjects. CNCC operators were nct available

and even subjects with extensive computer experience would

have to have lengthy specialized training to participate in

such an experiment. The fact that we were looking both at

voice input and voice outlut was an additional corplication
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that could necessitate additional replications and hence

increase the cost of the experiment.

A more positive reason for adopting a different strategy

was that a formal experiment was really not necessary.

Automatic Speech Recognition has matured to the extent that

we can feel reasonably confident In extrapolating results

from earlier experiments. One of the landmark experiments

in ASR involved a group of 24 experimental subjects who used

voice recognition equipment to verbally enter commands to

the ARPANET LRef. 8]. The subjects carried out a predefined

scenario using both voice input and typing input. The

subjects were also required to perform a secondary task

during any free time that they had. The results of the

experiment LRef.8: p. 2] showed that with only three bo~rs

of training practice:

-- voice input was 17.5% faster than manual typing;

-- manual typing Input had 183.2% more entry errcrs; and

-- voice Input allowed subjects to complete 25% more of

the secondary task than did manual typing.

It is clear that there are a number of similarities

between the scenario in the ARPANET experiment and the

operational environment in the CNCC. The CNCC operators are

also Involved in entering commands tc a distributed computer

network that uses ARPANET technology; the operator is, of

,4 course, always performing a secondary task since the Network

1
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Controller is continually occupied with responding to output

requests on a number of display consoles. We believe, then,

that the general conclusion of the experiment, that it is

feasible to use current commercially available voice

recognition equipment to run many operations of an ARPANET

type network, can also be applied to the CNCC.

In terms of voice output there Is less hard experimental

evidence of applicability. There are some examples,

however, where voice response units have been used in place

of traditional alarm devices; it seers intuitively

attractive, furthermore, that voice output would provide

considerably more Information than a buzzer or bell.

The relatively moderate cost of current voice Input and

output equipment is also a factor in deciding against a

full-scale evaluation experiment. As long as there is

reasonable evidence that the technology will be useful,

there is fairly low econoric risk In trying tr, apply it. If

the basic applicability can be verified; the feasibility

demonstrated; and one or more possible implementatior

alternatives developed, there is a high probability of

successful Installation and operation.

Our methodology, therefore, has taken two different, but

related, paths. First, we have researched the field of VIO

technology to understand the capability and cost of the

available equipment and its potential applicability in the

CNCC. Second, we have ir;lemented a training sirulation
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model of the CNCC that Is useful both to demonstrate the use

of VIO in the CNCC and to permit experimentation with

* alternative implementation approaches without interrupting

the production system. The model can also be used to

familiarize CNCC operators witb voice technology equipment

befcre actually installing it on line. Based on these two

parallel efforts, we then aeveloped some strategies for

Installing rIO In the current CNCC without major

modifications to any of the existing hardware or software.

B. VOICE INPUT

1. Typical Applications of Voice Input

Until the mid-1970s, automatic speech recognition

(ASR) was used primarily to develop vocoders for narrow-band

speech communications. With the increasing avallability of

high quality, moderately priced systers for speech

recognition, however, the number of potential and actual

applications has mushroomed. Limited vocabulary voice input

systems have moved out of the laboratories and are now

operating in a variety of applications In both private and

public sectors. Examples include automated sorting systems

for the distribution of parcels, containers, and baggage;

voice programming for machine tools; quality control anm

inspection; air traffic control; entry of cartogralhic data;

and aids for the handicapped (Ref. 10: pp. 182-186]. While

this large number of potential uses precludes detailed
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discussion of them all, It would be well to briefly discuss

a few of ther before we try to generalize about the

characteristics of applications where ASR is likely tc te

successful.

Voice input devices have teen used in material

handling applications since the mid 1970s and have resulted

in increased operator productivity and reduced error rates

over their predecessors that required operators to band key

the sorting destination codes. A typical exarple, is the

voice control package routing system developed at S.S Kresge

In 1974. As parcels arrive at tbe induction station, the

operator simply states the destination ccde for each package

into his microphone headset. The computer recognizes the

spcken destination code and generates the apprcpriate code

as if it had come from a keyboard. This "sorting by speech"

increased productivity and eliminated a serious problem of

bunching" of different size packages at the induction

station (Ref. 10: p. 185].

A longstanding bottleneck in computer-based

manufacturing control systers has been the delay in getting

machine tool programming requests translated into working

software. Traditionally, factory personnel would identify

necessary modifications In the form of drawings; these would

be converted to specifications; translated into a computer

program manually; converted to tape; and, finally, installed

in the machine control unit. A form of voice programming

.4
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has been developed that allows factory supervisors to

directly control the computer-based processes. Voice

programming for numerical control (VNC) allows the factory

personnel to speak commands in stylized English that are

automatically translated into a computer-compatible format.

No special programming skills are required ar d the

programmers bands are free to handle blueprints or perform

supporting calculations. VNC has transforred what was a

seven step process fraught with the danger of error that

creeps in whenever complicated human comirunications are

required into a workable four step process under the direct

control of the people using the results [Ref. 10: pp. :E5-

186].

ASR has not been used as extensively in the public

sector although experimental results and liffited operational

experience seem quite promising. As noted above, Foock

[Ref. 8] has demonstrated that using voice Input to exercise

a typical scenario on the ARPANET was significantly faster

and more accurate than manually entering the corrands. It

has also been used operationally at CINCPACFLT to access a

large intelligence data base and has been found to have

considerable potential for use in the production of imagery

interpretation reports [Ref. 9: p.9e]. A significent arrnunt

of research has been performed for the Defense Mapping

Agency (DMA) on ways to use ASR in such applications es the

processing of Digital Landmass System (DLMS) data,
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preparation of Flight Information Publications data, and

ocean-depth measurements for digitized cartographic

applications. These eperazions all take place In an an

environment where both hands and eyes are continuously busy

and frequently Involve the use of stereo optics or other

special equipment. Voice lias teen shown experimentally to

be faster, easier, and less fatiguing to the operator than

more traditional methods of data entry LRef. 9: p. 37].

Lest this discussion appear too one-sided, there are

many applications for which voice output is either not

desirable or not ccst-effective. It has teen shcwn tc be cf

limited utility for the ;reparation of prcforma messages

and, to be no faster than typing for entering commands tc

the Warfare Environmental Si~rulator (WES), e wergare used on

the Advanced Command and Control Architectural Testbed

(ACCAT). Because of limitations of today's technology,

applications that require speaker independence, vocabularies

greater than about 300 words, or recognition of continuou5

speech are not practical. From the amount of experience we

have had to date, however, it is possible to identify

certain characteristics that make an application a good

candidate for voice input. We will discuss these

characteristics in the next section.

2. Characteristics of Candidate Applications

In view of the growth in operational use of votce

input it should be pcssible to Identify a set of task
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situation characteristics where the use of speech

recognition is likely to be beneficial. Reddy rRef. 11: p.

60] presents such a list that he adapted frcm an earlier

study. Using this list as a starting point, we can define a

profile of characteristics that make a particular

application a good candidate for ASR. It is unlikely that

many operational situations will exhibit all of these

features, but the existence of even two or three provides a

strong suggestion that the use of speech input should be

examined.

The single characteristic that almcst all of the

successful applications have in common is that they all

involve situations where the operator's hands and eyes are

already busy with other functions. In many operations a

good deal of productivity is lost when the operator has to

interrupt his other activities to input data via a keyboard.

Voice input provides an independent, bigh-bandwidth

communication channel that is tallcr-made for hands-busy

operations.

Related to the first consideration is the condition

where the operators must frequently move away fror the basic

input station to attend to other duties. Wireless

transmitters the size of a cigarette peck can prcvide a

considerable range of operation permitting the operator to

communicate with an ASR system without returning to the

input console. It is interes.ing to observe that the use of
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voice input In such situations might suggest, or even

necessitate, the use of some type of audible feedback systEm

(i,e. speech outlut) since the operator will not always be

in the vicinity of the speech input device or Its associated

teletype or CRT.

Some applications involve what rr.ght be called

virtual mobility requirements, in addition to or instead

of, the physical" mobility just described. For exarple, it

may be necessary to access a number of different computer

systems through a common terminal or console. The ARPANET

experiment provides a good example. In the ARPANET, the

host computers use different command languages, query

languages, and file management systems. This heterogeneity

can sometimes te confusing to even experienced users. For

example, the UNIX command to delete a file is 'rm'; while

the comparable DECsystem-2e command is 'DEL'. To display a

directory of files on UNIX, the user types 'is -I'; on the

DEC-20, be types 'DIR'. Well-designed voice Input systems

can alleviate these problems, to at least some extent, by

making these different comnand languages transparent to the

operator. For example, one widely-used system allows fcr

the definition of vocabulary sets that can provide a mapping

between standard input phrases and different output

character strings depending on the application context or

the particular host computer being accessed. In our second

example above, the operator might always utter the phrase

52



display directory" and the voice input system, in

cooperation with the host computer, would perform the

transformation to the alpropriate character string. Voice

input can also reduce complex connection protocols to one or

two natural phrases that make it easy to establish logical

connections.

Voice input systems are Ideal for use by untraired

users. No physical skills, such as typing or other keyboard

manipulation, are required. The naturalness and humanness

of the speech input interface make it applicable for USFrs

at all general skill levels: from clerical personnel, to

computer operators, to top-level managers.

Operations where speed and accuracy of corrunication

are essential are also excellent candidates fcr voice input.

In the ARPANET experiment, significant lIprovements (see

above) in the speed and accuracy of data entry were attained

even though the test subjects had no previous experience

with voice Input. Sore studies have found that peak

efficiency is not attained until the operators have had 3-4

months of experience. This suggests that even greater

productivity gains can be realized.

Because of technolcgical limitations, which we will

pursue in detail in the next section, candidate applications

should have a relatively limited input vocabulary.

Contemporary voice recognition systems will support

vocabularies of from about tO to over 250 liscrete
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utterances or phrases. Applications with a well-defined but

limited command set are the most likely candidates. Most of

the vocabulary should be capable of being "canned"; a

language that contained many fields with arbitrarily varying

input would, therefore, not be very suitable. ?or a related

technological reascn, applications with an input language

made up of discrete commands and fields is much more

adaptable to voice input than one where Input is in the form

of unstructured character strings. For example, current

technology would readily support an information storage and

retrieval system using a fcrmatted query language but would

be inappropriate for a word-procEssing application.

Having defined this profile, It will be instructive

to compare it against the CNCC operation to see how well the

CNCC shapes up as a voice Input candidate. Figure 8 lists

the six characteristics and a subjective assessment of bow

well each applies to the CNCC. We see that, with two

exceptions, all the features are present in the Network

Control Center. Tne Network Controller is often busy doing

something else when he is called upon to input commands to

the system; the neea to control a number of systems clearly

requires physical mobility the responsibility fcr

maintaining an operating CCINS network requires that

accurate Information be ertered quickly; and the CNCC

coarand language is suall ana reasonably well structured.

The CNCC perscnnel are adept at entering ccmmands and data
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CEARACTL.RISTICS APPLY IN CNCC?

1. Sands tusy, eyes tusy Yes

2. Physical robilily Yes

3. "Virtual" mobility Possibly

4. Untraiired users N/A

5. Speed and accuracy required Yes

6 . Small, structilred vocabtlary Yes

Figure S. The CNCC as a Candidate for Voice Input
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into computer systems so the benefits to untrained users are

not really relevant.

The only uncertain area is that which we have

called virtual mobility. There is no question that such a

requirement exists in the CNCC. Given the number of systems

for which the Network Controller is responsible even a

limited amcunt, of ccnnection-protocol simplification and

command language transparency would be quite beneficial.

The difficulty is that voice input can only help if the

systems in question are already connected electrically end

they have an agreed-upon protocol for connection, even a

basic timesharing protocol such as ARPA's TELNET. It does

not appear that such electrical connections and protocols

exist tCday, e.g. there appears to be no method of accessing

the other machines in the CNCC complex directly from the

Summary TTY. Nonetheless, in view cf the overall assessment

shown in Figure 8, the expectation is that voice input can

te of considerable benefit to CNCC olerations.

3. Overview of Voice Input Technology

Automatic Speech Recognition Is a subset of a

broader intellectual domain known as Speech Understanding.

Speech Understanding systems (SUSs) bave the objective of

prcperly Interpreting the intent of a speaker even when the

speech Is not grammatically correct or well-formed. SUSs

must, for example, take into account the tendencies of

speakers to talk in Incomplete context-sensitive sentences
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nl to sprinkle utterances with occasional non-speech

elements such as "uhs", "Ya knows", etc. It is important to

note that SUS are not so mucb Interested in correct

recognition of every word but rather focus on the veaning of

entire conversational segments.

Even when the domain is relatively restricted,

permitting the use of task-specific information, the job of

a speech understanding system is truly formidable and

efforts to aate have been rostly of academic interest. In

tne speaking process, a speaker transforms concepts into

speech through processes that introduce variability and

ncise. In an attempt to understand the concepts, the system

must deal with phonemic, lexical, syntactic, and semantic

levels of meaning all of which are susceptible to the

introduction of additional noise or error. In the words of

the designers cf one cf the prctotype SUS,

To comprehend an utterance in the context of such
errors, a speech understandiLg system must formulate and
evaluate numercus candidate Interpretations cf speech
fragments. Understanding a message requires us to
isolate and recognize its individual words and parse
their syntactic and ccnceptual relationships [Ref. 12:
p. 216].

The goals of Sleecb Recognition, in contrast, are

much less ambiticus. Instead of dealing with abstract

concepts like meaning and understanding, speech recognition

systems attempt to solve the more practical problems of

=7.
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analyzing the acoustic waveform and applying pattern

recognition techniques to differentiate between utterances.

ASR systems can be considered as belonging to one of

two categories: continuous (connected) speech systems or

Isolated (discrete) speech systems. (Some authors draw a

aistinction between continuous and connected speech,

regarding the latter as a somewhat simpler preoblem. In this

thesis the terms are used interchangably.) While the

distinctions between the categories are often blurred,

discrete systems are those that require a short pause (on

the crder cf 100 to 200 ms) between utterances; Connected

systems, on the other hand, can recognize words without

explicit knowledge of their endpoints. Continuous speech

reccgnition is considerably more difficult than recognition

cf discrete utterances. First of all, such systems must

decompose the acoustic waveforF into phonemes and words at a

real time rate. This naturally requires a great deal of

computational power. Secondly, the acoustic variation of

words spoken in connected sreech is different than when the

words are spoken discretely. This is caused by the

coarticulation of neighboring sounds, i.e. the positions of
the tongue, jaw, and lips in a speecb sound are affected by

the previous and future positions. Continuous recognizers

oust, therefore, be very sensitive to conversational context
FRe. 13: p. 27]. There are some connected-speech

reccgnizers on the market today but they are expensive
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($50,0-$10e,200) and their capabilities have not really

teen evaluated. For the rerrainder of this thesis, then, we

will confine our discussions to discrete recognition systeirs

which are commercially available in price ranges from as low

as $500 upwards to about $15,000.

There are two other limitations with -n: of the

contemporary systems. The first deals with limitations on

vocao ulary size; the seccnd concerns speaker-independence.

Cotitercially available systems support vocatularies of about

-40-256 discrete utterances or "words". (In speech

recognition parlance the terms "word" and "utterance" are

used interchangeably, even though the term "phrase" might be

rrore appropriate since utterances are often corposed of more

than one word. In addition rost systeirs are speaker-

aependent, i.e. they require a user tc first train the

sjstew with his voice patterns for each of the utterances in

the vccabulary tefore using the system. (An exception is

the type of recognizer that supports only a very specialized

vocaoulary, e.g. the 10 diglts). Fer most applications,

neither restrizlion has much practical effect. Very few

computer-related applications require more than 200

utterances and training is usually accomplished quickly and

easily.

Figure 9 shows a block diagram of a typical discrete

wora recognition syster. While the dIagrar and the

aiscussion to follow describe a particular implementation
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Clear crash Imp "

TRANSDUCER

(microphone)

PREPROCESSOR

FEATURE

EXTRACTOR

CLASSIFIER
(Decision
Logic)

?BCLEAR CRASH<esc>Z<Esc>"

Figure 9. Block Diagram cf Typical Speech Recognition System
(i'rov Reference 10)
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described by Thomas B. Martin of Threshold Technology, Inc.

(Ref. 10: pp. 176-178], the general approach applies to most

of the systems a~ailable today. As the diagram shows, the

systeir takes a spoken utterance, attempts to match it with

one of Its pre-stored voice patterns, and, if successful,

outputs a pre-defined string of characters over a standard

RS-2%2 interface to a host computer. In our example, the

spoken phrase "Clear Crash Imp 3" generates the output

character string "?BCLEAR CRASH<esc>3<esc>" which is the

proper cperatcr entry at the Summary TTY in response to a

number of observed network problems (e.g. IMP CRASH

messages, PACKAGE = n messages, etc.) This example

illustrates a number of important points about ASR. First,

the spcken utterance Is considerably more natural than the

typed command string. Second and probably more important,

the vcice input device is completely transparent to the host

compluter (in this case the CNCC machine). As far as the

host Is concerned, it is getting character strings in the

same code and at the same bit rate as if they had been typed

aanually. Thus no host software modifications are required

in the host. This is critical in light of the ccmplexity of

the CNCC program, the limited primary memory, and the

consequent difficulties in rraking software changes.

We see from igure 9 that a system consists of four

Dasic components: a microlhone transducer, a preprocessor, a

feature extractor, and a final decision level classifier.
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Early speech recognition systems were weakest in terms of

feature extraction, often deleting the function completely

or using a rudimentary form of template matcting which

proved Inadequate and was soon rejected.

The micrcphone, of course, is the interface between

the user and the system and converts the spoken pbrase into
an electrical signal that can be analyzed by the ether

components. The preprocessor performs a number of functions

on the electrical signal. It ncrmalizes the signal in time

so that it can be later compared with the reference

patterns. Dynamic prograrring is one technique used to

achieve this time adjustment or warping. The preprocessor

also performs classical tire or frequency domain analysis on

the Input signal. There are two approaches commonly seen:

the first uses bandpass filtering and Fourier analysis in

the frequency dcmain( the second uses Linear Predictive

Coding (LPC) to analyze the signal in the time domain.

Feature extraction is the most Impcrtant processing

function in any pattern recognition system of whicb speech

reccgnition systems fcrm- a major subset. Both the spectral

shape and the time derivative of th. spectral envelope are

measured over the frequency range of interest. Combinations

and sequences of these measurements are used to produce a

set c- 32 acoustic features which include such things as a
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word boundary estimate, spectral amplitudes, and formant

frequencies.

In most of today's systems the first three

functional corponents have been irrlemented exclusively or

primarily in hardware in order to achieve real time

processing. In contrast, the classification or decision

process Is usually Implemented in software on a mini or

ricrocomputer. The classifier uses pattern-matcbing logic

to compare the features of the utterance with the pre-stored

reference patterns and uses a best-fit algorithm to

determine the ccrrect one. It Is also possible to produce a

no-decision or reject when none of the reference patterns

is close enough to the utterance. When the classifier makes

its decision, it uses the number of the best-fit utterance

to select the correct output character string which It then

sends on a serial interface to a host computer.

There are two types of errors that can occur in

speech recognition. The first is rejection or the inability

to correctly classify an utterance. The second, and more

troublesome, occur when the recognizer substitutes one

utterance for another. Rejection errors typically cause few

problems since most recegnizers will inform the user by an

audible beep that an utterance was rejected. Substitutions

are more difficult and the better systems usually have

recognition algorithms designed to reject rather than guess

at qLestionabie words. The better quality systers, such as
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the Threshold Technolcgy 600 and 6Ee, have error rates that

* are quite acceptable. In the imagery interpretation

experiment, for example, recognition accuracy was 97% if

only substitutions were counted as errors. Even if rejects

were Included in the error ccunts, recognition was still

better than 95%. These figures compare quite favorably with

results ottained from manual typing. Results of other

evaluations have been roughly thE same. We can say with

soire certainty, then, that hiited vocatulary, speaker-

cependent voice input systems now represent stable and

Fature technology that can be used in a nuirber of

applications, and certainly in the CNGC.

C. VOCIC OUTPUT

1. Typical Applications of Voice Output

In contrast to voice input technology, the use of

voice output is not so well-defined either in terrs of the

technclcgy itself or cf its applications. Manufacturers of

voice resronse equipment have yet to settle on a common

technological approach and application outside the telephone

industry has been comparatively limited. In general, there

are three broad areas where the use cf speech output devices

has proven oeneficial. Before discussing the technology

further, it is worthwhile to loon at these three areas more

closely.
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The first application area involves those

operations where the telephone has always been an integral

part of day-to-day operations. The most obvious example is

in the ;hone industry itself where computerized speech has

teen used for some time to perform functions that have

traditionally been done by human operators (e.g. "The number

you have dialed is not in service", etc.) Voice response has

also been used in a number of private automated switching

systems such as MCI EXECUNFT, a product of MCI

Telecommunications Corporation which links a number of

Cognitronics 6E1 SpeechFakers to the Universal Switched

Netwcrk of Danray, Inc., a division of Ncrthern Telecom

[Ref. 14]. Another type of telephone application has been

the implementation c±" phone order-entry systems. The Ford

Motor Company's Direct Order Entry System (DOES), for

example, has been In cperation since the mid-1970s and has

been very well-received by Ford and Lincoln-Mercury dealers.

In this application, the computerized speech output prompts

the dealer through the parts ordering process. Major

benefits have been "instant stock status, greater accuracy,

improved stock turn, and ... overall improved customer

service." [Ref. 15]

The second broad application area is the use of

computerized speech to provide informaticn traditionally

supplied by a human spearer. An example is an experimental

system develojed for the National Aeronautics and Space
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Administration (NASA) designed to test the concept of

automatic approach callouts. This system (called SYNCALL)

used synthesized speech to generate the aperiodic voice

reports given a commercial airline pilot by others in the

cockplt crew during the approach and landing phases of

flight [Ref. 16: pp. 4-9]. Although STNCALL was developed

as an experimental system, it did result in improvements in

flight performance and was generally favored by pilots over

the traditional callouts by the cockyit crew. Irprovements

were most marked for approaches with high manual and visual

workload [Ref. 16: p. 78]. Variations of this idea have

used speech to replace outputs usually generated by analog

or digital readout devices, such as altimeters and fuel

gauges.

The third major application area of voice output is

as a replacement for traditional alarm devices such as

lights, bells, or sirens. The principal advantage of speech

cutput in this context Is that it conveys considerably more

information than the other alarm types. If, for example, a

computer cperatcr hears a bell sound on the computer

console, he first must go to the console and read the typed

output before identifying the problem and deciding on

corrective action. On the other hand, if he hears the

phrase "printer number two is jammed", he can immediately go

Lo the device in question and correct the Iroblem. It is,

of course, this application area that we are most interested
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in for the CNCC. As we discussed in Section III, the CNCC

Controller is very busy and quite often away from the Logger

teletype. Replacing, or supplementing, the more important

Logger TT! messages with voice response might permit him to

do his job faster and more effectively and save steps in the

process.

In our discussion of speech recognition, we briefly

mentioned voice output as a feedback mechanism in a voice

input system. This might be considered an auxiliary

application of sleech output since its fundamental raison

d'etre is to close the interactive icop with the vcice input

user. An operator may be some distance from the speech

recognizer that is processing his utterances. It is

inconvenient to have hi' walk to a TTY to receive feedback

on his input copmands. Voice response is a logical

candidate for the feedback mechanism. In the current thesis

we are focusing Irimarily on the alerting capability of

speech output although there is limited use cf aural

feedback in the CNCC model. The CNCC computer provides only

limited feedback as it stands today, making the design of a

total closed-loop voice input/output system impractical.

This subject deserves a good deal more study and would seem

to be a good approach to use in the CNCC replacement system.

The technology is clearly here; it remains only to apply the

technology to the design of a voice-controlled man-machine

communication interface.
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2. Overview of Voice Output Technology

While development of speech recognition systems was

not possible before the introduction of inexpensive

electronic computing equipment, artificial speech systems

have much deeper historical roots. As early as the

Renaissance, man began to look for ways to simulate the

actions of the complex vocal mechanism by mechanical

contrivances, many of which were quite clever in design

[Ref. 17: p.2051. Fairly elaborate speaking machines were

constructed by scientific pioneers like Kratzenstein, Von

Keplen, and Sir Charles Wheatstone (no doubt more famous

for the Wbeatstone Bridge). These early mechanical efforts

usually involvea the use of oellows that generated varying

air currents through a vibrating reed.

As a boy, Alexander Graham Bell and his brother

built a speaking automaton by making a cast from a butrrn

skull and molding the vocal parts in gutta-percha. One can

cnly speculate on the part that this youthful endeavor

played In Bell's later wcrx cn the telephone. As described

by Flanagan [Ref. 17: pp. 2Z6-207],

The lips, tongue, palate, teeth, pharynx, and velum were
represented. The lips were a framework of wire covered
with rubber which had been stuffed with cotton bailing.
Rubber cheeks enclcsed ;he mouth cavity, and the tongue
was simulated by a ruboer skin and stuffed with batting.
The parts were activated by levers controlled from a
keyboard. A larynx 'box' was ccnstructed of tin and had
a flexible tube for a windpipe. A vocal cord orifice
was made by stretching a slotted rubber sheet over tin
supports.
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All in all it was apparently quite a creation that could

utter vowels, nasals, and a few simple phrases.

Interest in mechanical analogs of the human vocal

system contiaued into the twentieth century. Later

approaches tended to depart from the human physical

representation and turnea instead to devices such as tuning

±orkcs and organ pipes. The evclution cf electrical

technology accelerated the move away from physical models in

the airection of systems that generated sounds by electrical

tuning of amplitude and frequency. H. W. Dudley

deronstrated his Vocoder or "talking machine" at the 1939

World's Fair. In the 195es and 6Os, accustic engineers made

considerable improvements in analyzing and representing the

human vocal tract. Advances in computer technology and the

sharp reductions in cost of electronic components have

advanced the state of the art to the point where reasonable

quality synthetic speech is available at relatively moderate

cost.

The basic functional components of a computer voice

response system are shown in Figure 10. The rrachine is

required to speakr a phrase typically expressed in spoken or

typed English text. The synthesis program must somehow

translate the original text into a digital stream that

represents the desired output including, if possible, the

proper duration, intensity, and inflection for the

prescribed context. This stream is then input to a digital
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EVOCABULARY(STCRE

INPUT MESSAGE SYNTHESIS SEC
(English text)--- PROGRAMSYTEIR

iigv~re le. Block Diagram o±f Comrputer Voice Response Systemr
(From Reference 17)
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speech synthesizer which "speaks" the message either over a

telephone or thrcugh a local speaker. While the functional

boxes are similar for all voice response systems, there Is

considerable difference in the way that the synthetic speech

is produced.

There are three basic approaches to speech

synthesis; they are distinguished largely by the storage

capacity needed for the vocabulary and by the complexity of

the control riLes for generating the speech. These

techniques are: adaptive differential pulse-code modulation

(ADPCM), formant synthesis, and text (or ;honeme) synthesis

[Ref. 17: pp. 5-6]. Their respective data rates and

bancawIdsh requirements are compared in Figure ii.

ALPCM is the simplest technique. It uses a

vocabulary of human-spoken words whose waveforms are

dlgitally ccded. The methcd requires tradeoffs tetween

signal quality, storage capacity required for the

vocabulary, and the simplicitj of the message-generating

Program. For message assembly, the synthesizer retrieves

the digitally coded words from a disk storage device and

applies them to an ADPCM decoder which prcduces the analog

outlut signal. With this technique there is no way to

control prosody; that is, no control of vocal pitch or

merging of vocal resonances is possible. For this reason,

the most appropriate applications are those with minimal

possibility for semantic ambiguity. ArPCM has been used to
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AMT OF STORED SPEECH
CODING DATA RATE IN 1 MILION BITS

ADPCM 20K bits/s 1 minute

FORMANT 5ee bits/s 3Z minutes
SYNTHESIS

PHONEME 75 bits/s 240 minutes
SYNTHES IS

Figure 11. Data Rates for Different Synthesis Techniques
(from Reference 17)
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generate voice output in applications such as equipment

assembly, numeric readout, end stock market quotationsrRef.

17: p. 6].

The second voice response technique, formant

sjrthesis, uses a method in which a word library (again

* initially spoken by a humar) is analyzed and stored as the

tire variations of vocal-tract resonances or formants.

These frequency veriaticns are computer analyzed and used tc

drive a digital filter whose Inlut excitation is derived

from programmed rules for voice pitch and sound amplitudes.

Formant synthesis has been used for the same application

areas as ADPCM.

The third, and in some ways the most advanced, voice

respcnse technique is called text synthesis or,

alternatively, phonere synthesis. It generates speech from

a data Input operating at a typewriter rate, i.e. about 75

bits/sec. Systems that use this technique generate the

voice output entirely from stored rules and dictionaries.

Phoneme synthesis, thus, makes possible the direct

conversion of typed English text to synthetic speech. This

flexibility does not come without cost. Text synthesis

systems are invariably scftware-intensive. Routines are

required to convert the text strings to phonemes and apply

prosodic rules to make the speech sound "normal". Such

software is quite complex and usually can only be written by

somecne who combines software development skills with formal
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training in Linguistics, a combination not frequently found.

In spite of this imposing software requirement, phoneme

synthesis is probably the best for computer applications

since it provides maximum flexibility and has a data rate

that is compatible with standard computer peripherals. The

device used to run the CNCC model, the VOTRAX ML-I, uses the

phoneme synthesis apprcach. The field is quite volatile,

however, and new ana less expensive products are being

intrcduced all the time. Improvements in digital recording

and compression techniques and comparable advances in the

parameterized waveform (formant synthesis) method may mean

that text synthesis does not represent the best long-term

alternative [Ref. 18: p. 74).

Voice output is available in three forms: chips,

boards, and terminals. Chips and boards are inexpensive and

self-contained (i.e. the speech waveforms are locally

stored) thus they don't norrmally rely on a host mainframe.

They are fairly inflexible, however, and require

considerable expertise to integrate into a workable system.

Prices for voice output terminals start around $500 and go

as high as $50,00e; most are priced under $10,M . These

terminals are designed to ccnnect directly to computers via

an RS-232 or 2eirA serial loop interface and usually rely on

external memory for vocabulary storage. Most of the

terminals use phoneme sjnthesis to generate the output

speech. Because of their ease of use and greater overall
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capabilities, voice terminals would seer to be more

appropriate for the CNCC application than chips or boards.
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V. THE CNCC MODEL

A. DESIGN GOALS AND CCNSIDERATIONS

The CNCC model is a discrete event simulation that

FodelS the external behavior of the COINS Network Control

Center computer. It does not attempt to mcdel the Internal

operations of the CNCC, nor to simulate the flow of messages

and packets across the COINS II network. Instead, it

focuses on modelin& the system froir the point-of-view of the

Network Controller, i.e. It simulates the outjut behavior of

the Logger TTT and the input and output ca;abilities of the

Summary TTY. Design and implementation were driven by the

fcilcwing six design goals.

1. The model should serve as a realistic simulation of
;he external behavior of the CNCC computer and
operating system.

2. It should Irovide a vehicle to demonstrate the feasi-
tility of using voice input and output technology as
an integral part of the system.

3. It should be able to serve as a voice technology
experimental testoed. it must be able to run in
several different operating modes and to measure
variations in user response tires and overall
performance under these different operating
environments.

4. The model tust be implemented on a computer system
that is accessible tc the COINS PMO.

5. It should be modularly designed and independent, as
far as possible, of any specific voice Input or output
hardware.
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6. The model should be extensible and easy to ffodify so
It car serve as a long term experimental testbed for
the CNCC.

The most lirportant of these objectives is that the model

be a realistic portrayal cf the CNCC environment. It is

essential that the model behave in a manner consistent with

the way that the real CNCC computer acts. For example, the

irodel must drive two Independent terminal a evices, one for

the Logger TT! and one for the Summary TTY. Processing of

operator commands shotld be identical to the way that the

CNCC handles command Input, i.e. the responses and prompts

rust be the same as on the real CNCC. A fairly complete

subset cf the CNCC command language must be supported, to

allow the operator to perform tbe Network Controller

functions through the model. Network events should occir in

the model in the sare way that they do in real life.

Iailures and errors in network corronents are, of course,

not deterministic. The model, therefore, should use

stochastic methods to generate the netuork events. If

patterns of events were predictable, it would be impossible

to discount the effects of learning when running the model.

It wcuid be considerably more difficult to evaluate respcnse

tire changes under the various operating modes.

Since the model's main purpose is to explore the

feasibility of voice technology, it must be capable of

accepting input from a speech recognizer and sending output

to a speech synthesizer. Speech input is, as noted in the
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previous section, transparent to tbe host computer since the

recognizer appears like a terminal device cn an RS-232

serial interface; voice output, on the other hand, is not

nearly so transparent. One of the key software routines in

the model is a generalized phoneme output procedure that

interfaces with the VOTRAX MIL-I synthesizer. The routine is

table-driven so it should be reasonably easy to rodify it

for other phoneme synthesizers. In addition to the voice

output routine, we designed and Implemented a general-

purpose text-to-speech program that allows a user to create,

store, and modify phoneme strings from directly from English

text input.

One possible use of the model is to try to quantify

improvements attributed to the use of voice input or output.

To do this, it should have the ability to measure user

response times in at least three modes: manually typed input

and printed Logger TTY output; voice input and printed

Logger output; and voice input and output. By examining the

results of these response time measurements, it may be

possible to make an assessment of response time as a

function of input or output mode.

To have real long term value, the model should be able

to te used ty COINS PM1O and CNCC personnel to investigate

voice technology design tradeoffs. For example, we may want

to lock at the effects of different input vocabularies or

alternate phrasing of output messages. The model sbould
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provide the framework for studies of this nature. For this

reascn, the mcdel was implemented on a PDP-11/70 computer

running the UNIX operating system. It should be easy to

transport to one of the COINS Terminal Access Systems.

Modular design and device independence carry with them

the distinct connotations cf motherhood and apple pie.

Nevertheless, we did make a real effort to embody these

features in the CNCC model. The program is made up of a

nurrber of small, single-function routines and, except for

the VOTRAX-dependent code, avoids ties to specific physical

devices. The UNIX I/O system, which views all devices as

files, helps maintain tnls generality. To interface to

another voice output device would require only that a new

output driver be written. The message definition and

phoneme retrieval logic can remain intact.

The design of the model should permit extensions and

modificaticns to be made without changes to the basic

software structure. To ensure this, most of the important

procedures are file or table-driven. Parameters and

physical device assignments can be changed at run time.

Adding new conmands or events requires only adding an entry

to the ap-ropriate tatle and writing a handler fcr the new

event. The entire program is written in DEC FORTRAN-IV PLUS

as modified for UNIX Dy CULC Inc. This combines the

advantages of writing in a commonly-cnown language with the

abilitj to use many of the basic features of UNIX.
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B. HARDWARE AND SOFTWARE ENVIRONMENT

The CNCC model operates on a Digital Equipment

Corporation (ZEC) PDP-I/?0 computer running the UNIX

operating system. The system on which the rodel was

developed, in the NPS C3 laboratory, uses a version of UNIX

suppcrted by Bolt Beranek and Newman (BEN). BEN UNIX Is a

hybrid of the sixth and seventh editions of the standard

Western Electric UNIX The rodel consists of two cooperating

processes both coded in CULC FORTRAN-IV PLUS (F4P). F4P is

a superset of ANSI standard FORTRAN that provides access to

the UNIX I/O system and to many of the standard system calls

[Ref. 20]. Since portability to non-UNIX corrputer systems

was nct an explicit design goal, we felt free to use special

Y4P features like byte variables and UNIX system calls.

The model shculd be easy zc install on systems running

variants of UNIX other than the BEN version.

In addition to the PDP-I1/7e, the hardware suite

consists of two terminals connected to the mainframe via

serial RS-232C interfaces. In the ?IPS configuration, we

used two ArM CRT terminals manufactured by Lear Siegler

Inc. Any terminal that looks like a teletype to UNIX,

Either bardcopy or CRT, would work just as well. Associated

with the Summary TTY is a Threshold Technology T-6e@ Speech

Recognizer used for input of voice commands. When operating

in voice input mode, the operator speaks short corland

phrases to the T-600 which converts them to strings of ASCII
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characters acceptable to the model's command Interpreter. A

list of the operator utterances along with the associated

character strings is given in APPENDIX C. The line to the

Logger TTY tErminates in a VOTRAX ML-I Audio Response

System. This device normally passes on all characters to an

ADM3 connected to its business equipmect pcrt. When the

rL-1 detects special control characters in the data stream,

it interprets the characters that follow as a series of

phoneme codes making up a voice output message. The voice

ouput messages used by the model are surmmarized in APPENDIX

D. A block diagram of the hardware configuration is shown

in Figure 12.

The model's scftware comprises two F4P programs, named

cncc and ttyin. In addition, a voice output editor (mll) is

used to generate the phoneme strings for the synthesizer.

When all programs are considered, the model involves

approximately 20,000 executable FORTRAN source language

statements. Code and supporting files occupy over 1600

blocXs of RP06 disk storage (about EOK bytes). The source

code for all software is the property of the U.S.

government. Anyore Interested in pcsslble use of the

programs should contact the author. Operating instructions

for the prcgram can be found In the file cncc.hlp. This

tile is include as APPENDIX A to this thesis.
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C. FUNCTIONAL DESIGN

ilgure 12 can serve as a useful starting point for

discussing the functional design of the CNCC model. After

initializing its Internal tables and parameters, the model

waits for either an internal event to occur or a user

command to be entered or the Summary TTY. As events occur,

they norrally generate messages on the Logger TTY. Certain

messages are accompanied by an audible beep that serves as

an operator alarr. If voice output mode is enabled these

events will produce a voice output message in addition to

the printed output. Some events, typically automatic

summary reports, are printed on the Summary TTT. The

NetworK Controller can also influence events by typing

cormands (or speaking tber) at the Summary TTY. These

comands are often in response to previous Logger messages

(for example, the command to reload an IMP following an IMP

down or IMP trap Logger message). Figure 13 lists the

internally generated events supported by the model. The

Network Controller commands that are supported in the

initial release of the model are shown in Figure 14.

The list shown in figure 13 accounts for the most

'requently occurring network events. For simplicity, the

program assumes that all component failures are

exponentially distributed according to some parameter value

'cr Mean Time 3etween Failures (MTF). In the rtns of the

rodel conducted at NPS, we used a MTBF for both IMPs and
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EVENT COLE LESCRIPTION RESP REC

1 IirP xx DCWN Y

12 LINE xx DOWN Y

13 VIRT-HOST xx "OWN N

14 BAD HOST DATA CKSUV Y
15 IMP xx TRAP y

IMP xx CRASY
17 LINE xx ERRORS (+/-) N

1 LINE xx DOWN (T/-)
99 REPEAT PENEING ACTICNS y

Figure 13. CNCC Network Events
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CMD CODE CIVD NAME ACTION OUTPUT TTY

1 BROADCAST iILE 3 Log

2 PRINT (Dir or Total) 1 Sur, r
3 SEND FILE TO HOST 3 Summ

4 DUMP IMP PGM TO DISK 3 Suirm

5 DELETE FILE 2 Sur1
E RENAME FILE 2 Summ
7 RELOAD IMP 3 Log
8 SUVMARY REPCRT 1 Summ

STCP PROGRAM 1 Surm
10 LINE STATUS CEANGE 2 Log

Figure 14. ChCC OperaLcr Commands
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lines of one day (86,4e0 seconds). We also assumed that

sore types of failures are more likely than others. Error

conditions on a line, for instance, are much more probable

than the line going down. The program uses a probability

distribution that accounts for the relative likelihood of

different events along with exponentially distributed random

numbers to select and schedule the next event for each

component. The parameter for the exponential distribution

can be mcdified by the user, at rvn time, without changing

any program. code; the relative likelihood distribution is

stored In an Internal table, however, and can be changed

only by a program reccmplation and link edit.

As can be seen from Figure 14, the model does not

support all of the CNCC commands. Those most commonly used

to respond to network failures, however, are all included.

Two of the commands are not part of the real CNCC command

repertoire, but were implemented for user convenience. The

QUIT command allows the user to gracefully halt the model;

the LINE STATUS change command allows the user to set the

status of a given line to UP, DOWN, or LOOPED. The command

Interpreter behaves exactly like the real CNCC. Each

command rust be preceded by a question mark and the operator

has only tc type the characters needed tc uniquely identify

the command. In response to each command, the system will

either perform or simulate some action and send an

appropriate response to either the Summary or the Logger
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TTY. The program will take one of three possible actions:

(1) actually perform some service, such as printing a

directory of files; (2) simulate an action and type an

immediate response, such as slulating a file deletion; or

k3) use some probability distribution, sucii as a normal

distribution, to determine the completion time for an action

that Involves some delay caused by disk cr communication

transfers. For example, the response to the RELOAD command

will be scheduled using a normal distribution with mean 12

and standard deviation 2 seconds.

D. INTERNAL DESIGN

1. Overall Structure

The CNCC model is composed of two cooperating

processes that communicate over a specially designed

Interprocess Communication Facility (IPCF). An overview of

the mcdel's process structure is depicted In Figure 15. The

child process (ttyin) performs the single function of

accepting and validating commanas entered by the operator at

the Summary TTY. Then a legal command Is reccgnized, ttyin

passes a message to its parent process (cncc) that contains

all information necessary to execute (or simulate) the

command. All functions other than command input are

performed by the parent. These include scheduling and

executing network events; processing operator commands

accepted by ttyin; printing summary reports and other output

67
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Figure 15. CNCC Top-Level Process Structure
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on the Summary TTY; and sending alert messages to the Logger

TTY, including voice output ressages if speech output mode

is enabled.

Before discussing the control structures of the two

processes, It will be useful to describe the operation of

the IPCI facility. IPCF was needed because the model could

not be implemented in a single process. UNIX provides a

*sleep" system call [Ref. Z) that allows a program to sleep

for some time interval, i.e. until some network event is to

be executed. The only ccndition that will wake the program

from a sleep is the passage of the tirre interval or a

special type of software interrupt known as a "signal". A

program cannot simultaneously sleep end accept TTY input;

conversely, a program in TTY input state can't be

interrupted for a time-out. This situation necessitates

that corrrand input and event execution be handled separately

Cy different UNIX processes. The processes, although

operating asynchronously, do need some way to exchange

information. The typical way for processes to ccmmunicate

in L IX is by use of the pipe" rechanism. Use of a pipe

requires synchronization between the cooperating processes,

i.e. one process tas to be ready to read what the other

wrles on the pipe. A pipe, therefore, doesn't really solve

the original problem; it only changes Its form. What we did

was Implement a primitive form of interprocess comrunication



that allows the processes tc run asynchronously, but still

exchange information.

The approach that we adopted was to use disk files

as mailboxes written by the sending process and read by the

destination. We used disk files because the UNIX Large Core

Buffer Area (LCBA) facility which allows processes to access

cowmon main merrory was not implemented on the NPS UNIX

system. The system was designed strictly for use by the

CNCC model and no attempt was made to introduce much

generality. IPCF is made up of three FORTRAN subroutines:

SNLU'SG, RDMSG, and CHKMSG. SNDMSG writes the message to a

disk file named XPCF###, where ### is the Process Identifier

kPIZ) of the destination process end then sends a signal to

the destination yrocess. Reception of this signal causes

the destination prccess to interript its current activity

(usually sleep) and execute RDMSG which reads the message

±rcm the disk file. CHKMSG is a routine that checks for and

reads any messages that .iht have arrived while the

aestination process had disabled IPCi interrupts, typically

when performing non-interruptable activities such as I/O.

IPCF provides double-buffering and is, thus, full-duplex; in

practice, however, it is typically used to pass vressagEs in

only one direction.

The basic control structure of the parent process

(cncc) is shown in Figure 16. The program is event or

corrmand-driven, i.e. it runs only in response to network
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events or operator commands. EVCHK and EVCMD both call a

single dispatching routine (PEEFRM) which calls the

appropriate handler for each event. Events that require

operator action, e.g. IMP DOWN, are executed like other

events but after execution go on a special table called the

Pending Action List where they remain until the correct

operator response is reccgnizea.

The control structure of ttyin (see Figure 17) is

even simpler. The program's sole function is to accept

valid commands from the Suirmary TTY and send an IPCF message

to cncc for each command that it accepts. The only thing

that complicates ttyin is the requirement that input be

tnbuf-fered, I.e. character-by-character rather than a line

at a time. In normal UNIX TTY I/O, the system buffers a

line at a time and performs certain lccal editing functions

such as recognizing special characters as delete-character

and delete-line flags. To accuratelj simulate the Summary

TTY interface, ttyin must examine each character as it is

tjped and, consequently, must perform its own local editing

Ssee ligure le). To do this, ttyin must operate in what, in

UNIX parlance, is called RA'W mode, where each character is

passed as typed to the application program. The handler

interprets ctrl-h as the rubout character and ctrl-u as the

delete-line flag. When processing the arguments of a

command, the handlers recognize the sentinels and escape

characters as defined in Reference 3.
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INIITIALIZE
PARAMETERS

AND TABLES

START
TTYIN

SCHEDULE
INITIAL

NET EVENTS

MSS Yes C VD

No
ENABLE

IPC' U -TINTERR~UPg PS

SLEEP
UNTIL TIMEOU1
OR IPCY MSG

______________________ S ER VICE
_ COMMAND OR
NET EVENT

ligure 16. CNCC Process Control Structure
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2. Data Structures

APPENDIX B contains a complete list of the

Sarameters and global data structures used in the model. In

this section, we will examine a few of the more important

ones since familiarity with their contents and access

methods is a prerequisite for an tnderstanding of some of

the program logic that we discuss in the next section. For

better software management, all the glcbal data structures

are aefined external to the executable code itself and are

bound to the routies at cotpile time by use of the INCLUDF

macro. This insures that each routine has an identical copy

of the COVVON blocks it needs and eliminates the bard-to-

find bugs that arise when this is not the case. This

technique also makes it easier to change the rograrrs, both

during development and later during operational use.

For much the same reason, we made extensive use of

the FORTRAN PARAMETER statement to define I/O units, array

sizes, lengths of array entries, and other program

constants. This improves prcgram readability and, more

importantly, simplifies the tasx o software maintenance.

icr example, to increase the number of events that the model

can support, it is only necessary to change the value

assigned to one of the symbolic constants (VAXEV) and

recompile the program. In the discussions that follow, we

sball frequently refer to these parameters both by symbolic

name and by the constant value that they are assigned in the
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current version of the programs. For clarity, we eill

represent variable and parameter names In u;;er case, even

thcugh they are In lower case In the actual source files.

The most Important data structure In the frodel is an

array that hclds the list of pending networi events. This

array (EVENTS) consists of four-byte entries, one for each

future event. EVEKTS Is an ordered queue to which events

are added in decreasing order of scheduled tire. Thus, the

last entry on the list is always the next event to be

scheduled. An event entry contains the code for the event

(EVCODE), the event subcode (SUBCOD), and the time (in

seconds since the start of the program) when the event is to

occur (EVTIME). The event codes are the ones listed in

iigure 13; the event subcode will normally be the number of

some network component such as an IMP or line. The

following entry would trigger a message "IMP 2 is down" at

127 seconds after the start of the program:

EVCO E SUBCOD EVTIME
11 2 127

Associated with the events list are a number of other global

variables. NEV is the nurber of events on the list; TFNE Is

the time for the next event to occur, i.e. the EVTIME for

the last entry on EVENTS; and TTNE is the time until the

next event, ccmputed by subtracting the current time from

TYNE.

96



Some events, for example the "IMP DOWN" message,

establish conditions that require intervention by the

Network Controller. Such events are entered on the pending

actions list (PAL) until the correct operator response Is

noted. When an event is pending, the program will repeat

the associated ouput message every 60 seconds until an

appropriate operatcr response is processed. PAL is an

unordered array of four-bjte entries structured identically

tc EVENTS. An entry remains on PAL until some appropriate

operator action resolves it, at which time an entry is

written in the model's log file (cncc.log) giving the

EVCCDE, SUBCOr, and the time in seconds that the entry was

on the PAL. This file can then be analyzed to see if

different operating modes have any effect on operator

response times.

There are several data structures used by the voice

output software. The two that have the most significance to

the user, since their contents can be changed at run tire,

are two parallel arrays that associate network events with

nares of files where Ihonere strings for voice output

messages are stored. The first, VOMID, contains two-byte

entries that aenote the EVCCDE and SUBCCD for the current

event. These are used as an index into the second, VOMSG,

wnich contains expression identifiers used by the voice

cutput software to locate the correct phcneme string for

each message. These arrays, built from data in the disk
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file cncc.voc, can be modified by the user with any of the

UNIX text editors. Figure 1W shows the contents of the file

Ai as it existed at NPS during the development of the model.

* i The comments in the file describe the structure and contents

of each entry.

There are five tables used to represent the topology

and status of the COINS II network. ISTAT uses a single

byte to denote the status of each IMP in the network using

the standard status codes described In Section III. LSTAT

perfcrms a similar role for the sibnetwork cormunication

lines. MODLNS has the same structure as the topology table

of the same name in the actual CNCC (see Reference 3 for a

description). VHIMP and VBNAM contain one entry 'cr each

host in the network. A VHIMP entry contains the number of

the IrmP to which the host is connected; an entry in VENAM

contains the name of the host in ASCII. The network tables

are initialized at the start of the prcgram by reading them

from disk. LSTAT and MODLNS are in the file coins.net;

ISTAT in colns.imp; and VHImP and VHNAM in coins.hcst.

There is only one important data structure used by

ttyin, a table defined locally in the command handler. CMDS

is a table that contains a four-byte entry for each operator

command. The first byte is the number of characters in the

cormand; the remainder contain the characters in the command

neronic.
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11 01- pd# ip# is dw
12 01 linb## ! line ## is down
is ei 12.ap## ! line ## Is down Plus
18 02 linm## ! line ## Is down rrinus
0i 01 ierc## ! imp ## errors corrected
V ~ 01 irel## I irpp ## reloaded
20 01 linup## I line ## Is up
10 02 linlp## Iline ## is looped*110 03 lindn## I line ## down
14 01 bhdc## I imp ## bd hst CicSum
15 01 trap## I imp ## trap416 e1 crash## ! imp ## crash

general ±crmat for an entry

cc nn namre##

cc =event code associated with the mressage
* nnl specific msg nr within this event

name -generic file namre for this message
## is component niumber for this Instance

39 actual file Lame Is the concat of name & Val(##)
program builds actual file name using current
value if subcod.

figvre 19. Contents of Voice Message Contrcl Yile



3. !asic Ivent Handling Logic

CNCC is entirely event-driven in the sense that in

the absence of events to execute, it would sleep forever.

The medel adopts c very generalized definition of "event";

any stliulus, whether internal or external, is considered an

event under this definition. At the execution level, the

event handlers perform their functions without regard to

whether the stimulus came frcm inside the prcgram or from

the Network Controller. For purposes of discussion,

however, we can categorize the events into three broad

groupings. In the first group are those events that are

scheduled autorratlcally, either at initialization tirre or

auring operation; in the second are the responses to

operator commands; and in the third is a hybrid set of

events that combines features of the other two.

The first set consists essentially of those network

events shown in figure 13 with the additicn that certain

surrary reports, usually produced only on derand, are

scheduled at the s art of tbe trograrr and later output

automatically at the proper tire. This illustrates the

separation of the scheduling from execution that irparts a

great deal of generality to the event handling routines.

Typically this first set of events involves error conditions

in s cme network component, such as an IMP, a line, or a

host. At the start of the prograr, an event is scheduled

for each network corrpcnent. When this event is later

-I 100

.- p



executea, a new event is selected and scheduled. Both the

specific event and the time for the it to occur are

determined by the use of Monte Carlc techniques. The

particular event is selected by comparing randor numbers

from a uniform distribution against a table that gives the

cumulative probability distribution for the events of a

component type. There are separate tables for IMPs and

lines. The program makes the assumption that the time

between component failures is distributed exponentially with

scme mean time between failures (MTMk) as the distriouticn

Farareter. MTBFs are defined separately for IMPs and lines

and can be adjusted at runtime by changing the values in the

file cncc.ini. The UNIX system only generates random

numbers from a unifcrm(0,l) distribution. The program

transforms a uniformly distributed random number (y) to an

exponentially distributed number (t) by the formula

-In(y)

MTBF

Analytic justification for this formula is presented by

Gordon [Ref. 21: pp. 150-153].

Operator ccmmands are executed on demand so there is

nornally no scheduling function to perform. Typically, the

program will respond immediately to operatcr interrupts by

performing some function and dis;ldying the results on the

Summary TTY. For certain types of events, thcse that

require some time period to complete, a different strategy
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is required. The best way to describe this strategy is to

consider an exarple.

Assume that you are the network controller and you

want to send some local file tc another COINS host, say

SOLIS. You would type or sleak the projer cormand and

suppcrting parameters at the Summary TTT. At some time in

the future you would expect to receive notification that the

transfer was successful kcr perhaps unsuccessful). The time

to complete the transfer is a function of three variables:

the size of the file, disk tran-"er time, and communicaticns

transfer time. The prograff first determines a figure for

the size of the file (in 512-byte blocks) using a number

from a uniform(10, 100) diszribution. Then, using constant

values for average disk transfer time (50 Yms) and

corrunica ton throughput (50K bits/sec), the program

cor utes a value for average transfer tire. This value is

then used as the mean of a norral dIstribution whose

standard deviation is alproxirated as 2e of the mean. A

uniform random number is then genereted and transforrred into

tnls noriral distrIbution using an algorithm described by

Gcrdcn [Ref. 21: pp. 15e-ib9].

This nuirer is then used as the time to schedule the

ccrrpleticn of the event. The corpletion event uses the same

event code as the original operator command, in this case

EVCODE 3; to distinguish between the two states, the SUBCOD

field is ade negative. When the event handler is called,
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it checks the SUBCOD and, if it is negative, knows that the

event has been completed. It will then output the

appropriate message. This same logic is used by a number of

routines in the model, specifically the handlers for the

DUVP, RELOAD, SIND, and BDCST comrands as well es the event

handler for the VIRTUA.-HOST-DOWN event.

4. Voice Output Software

There are two parts to the voice output software

developed for the mcdel. These parts correspcnd to the two

steps involved in producing synthesized speech. The first

step in the process is tc ccnvert the desired message text

into phoneme strings that are recognizable by the

sjuthesizer. The second is the recall and use of these

strings as required by an application prcgram. In a direct

text-to-speech syster these two steps would be rrerged; we

prefer to think cf them as distinct operaticns

The first stage of the process is supported by an

interactive text-to-speech program called mil. This program

accepts English text strings from the terminal, converts

ther to phoneme sequences, stores the sequences in a disk

file, and sends them to the synthesizer to be spoken. The

program then allows the user to iteratively refine the

sequences using a full-screen text Editor. The user can

selectively tune the output strings by adding, deleting, or

changing ;honeres or modifying rate and inflection levels.

Usually after a few iterations, the result will be fairly
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intelligible speech that can be reproduced by an application

program.

The text-to-phcneme ccnversion routines were

originally developed for the VAX-i1/?80 at The Navel

Undersea Systems Center (NUSC) in Newport, R.I.; they were

converted to UNIX F4p by the author. The conversion

algcrithm uses a set cf rules that maps letters, syllables,

or words into strings of phonemes. The particular

implementation supports the VOTRAX ML-I; the design,

however, is device-independent, since the text-to-phoneme

conversion is achieved by a two-stage transformation

process. Text is first converted to phoneme sequences frcm

the International Phonetic Alphabet (IPA) which is an

accepted standard of linguists and phcnologists. A second

routine performs the device-dependent conversion into the

ML-I phoneme codes. It is likely, then, that the prcgram

would be fairly easy to adapt to other voice output devices.

Each output message Is assigned a unique name of

seven or fewer characters. The messages are stored in

se;arate disk files tc facilitate eciting and recall, e.g. a

message named crash is stored in a file named crasb.rrll.

A library cf YORTRAN-callable subroutines allows application

programs to recall and output these messages on demand. The

model uses the VOISG table, described earlier, to select the

name of the aesirea ressage and send it to the synthesizer.
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E. PRELIMINARY RESULTS

Our intention in building the CNCC model was primarily

to create a training and learning vehicle that might help us

better understand the CNCC application and the possitle

utility of voice technology. We were not looking to develop

a fcrmal method for quantifying this utility. The only

variable that the prcgram attempts to measure is the time it

taxes for the Netwcric Controller to respond tc certain

events. As we noted earlier, a formal evaluation experiment

%as not a part of our overall strategy. Despite this, we

decided to use the model to obtain some idea of the way that

different input and cut;Lt modes affect operatcr response

time and productivity.

The MEthodGology that we adopted was to run the model for

approximately two-hour periods under three different

environments. 4e -irst ran in a mode where input ccmmands

were typed manually and alert messages were dispiayed on the

Logger TTY, accompanied by bells that functioned as audible

alarms. Next, we used the same cutpvt mcde out spoke the

cormands to an automatic speech recognition device rather

tnan typing them manually. inally, we added voice output

to this configuration by sending the alert messages to the

;L-I speech synthesizer to te spoken aloud. While the mcdel

was running, the author, playing the role of the NEtworK

Controller, wcrked on a parallel task a short distance from

the Summary ana Logger TTTs. (This parallel tasx was,
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incidentally, the roauction of this thesis.) Wben tbe irodel

issued an alert that called for cperator action, he would

issue the appropriate commant by either typing or speakling

it, depending on the particilar operating environment.

The results, in terms of operator response time, are

sumrmarized In iigure 20. As tne results show, there was a

dramatic reduction in average response time when we replaced

typed commands with spoken ones and an adaitional, but less

dramatic, reduction when we adaed voice output. The amount

of variability in response time, as measured ty the standard

aeviation, follows a similar pattern.

Perbaps rore meaningful would be scrre indication,

however subjective, of the effects cf the different modes cn

parallel-task proauctivltj. In the first scenario, very

little was accomplished on the parallel task since the

operator seemed to be constantly roving from his text-

editing wcrk staticn tc either the Summary cr the Lcgger

TTY. The actual duratioa of a ty;ical interrupticn was

generally fairly brief. The effect, however, was usually

ruch more significant since the time would be long enough to

cause the operatcr tc lose his train cf thought ty the time

he returned to the tesk. In the second operating moae,

response times %ere suostantially better; but the

improvement dia not carry over as much to the parallel task.

There was still a need to walk to the Logger TTY and read

the alarm message before issuing the proper recovery



OPERATING NUMBER OF RESPONSE T'IME
MODE RESPONSES MEAN STD DIV RANGE

1 35 35.e 26.7 8-138

234 12.8 16.5 4-72

3 36 8.F- 11.7 3-68

OPERATING M~ODES

1. Manuel input, printed output.

2. Speech input, printed output.

3. Speech input, speech output.

Figure 20. Operator Response Times (in seconds)
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command. In the third situation, tbe interruptions seered

to have much less cf an effect. There was no need for the

operator to rove away from the terminal where he was doing

his text-editing. He could hear the error messages and

could quickly fcrmulate a response, speaK the appropriate

corrective command, and return to work.

These results must certainly be viewed with a cautious

eye. First of all, since no formal experiment was

conducted, even the quantitative results lack the solidity

of those that result from a controlled and replicated

experiment. They permit no inference as to the statistical

significance cf any of the variable factors. Secondly, the

subjective comments or parallel-tasK productivity have to be

considered unsutstantiated ooservaticns frcm a pcssitly

Dia'sed source, i.e. the author. Lastly, it is not certain

that faster respcnse time and better parallel productivity

are, by themselves, all that important. The Network

Contrcller needs to respond quickly tc netwcrK events, tut

is there really a substantive airference between 3 seconds

and E seconds? Is cverall COINS cperation significantly

improved by such a response-time reauction? improved

jarallel prodtctivity implies that overall operatcr

effectiveness will be increased, but is the irproverent

sufficient to justify the cost of the voice technology?

These questions cannot be answered by merely running a Iodel

and examining the results. They require a careful
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manadernent appraisal befcre a decisicn can be reached that

voice technology in thbe CNCC is or is not cost-effective.

'1 Presumably, the principal value of~ the CNCC mcdel Is that It

can play a useful role in that assessment.
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VI. APFIOACHES TO IK.PtPMENTATICN

A. GENERAL

Having demonstrated both the apIlicatility and the

feasibility of voice technology in the CNCC, we turn ncw to

a discussion of how this techtology right be installed in

the existing Network Ccntrol Center. In this section we

will consider both the ap;roxi.nate cost and the steps

Invclved in Implementaticn. Althcuwh we will examine the

uerits and shortcomings of existing systems, we stop short

cf recommending the hardware cf any specific manufacturer.

The commercial rarket for voice technology is highly

volatile and the system that seems the best chcice row mint

not bE best in six months. If it is ieciteq to go ahead

with voice input cr eutput for the CNCC, a comparison that

Explores the tradeoffs between cost and capability will bE

necessary before tuying specific hardware. Presumably, the

liscussions in this sEction can serve as a starting point

for this effort. The ultimate decision on the utility of

voice technclcp-y will,of course, De tased cn Its cost-

effectiveness to the COINS prcject as a whole.

Vcice input and output are related tut, Ir mary ways,

entirely different technologies that raise different

implementation questicns. 'e will therefore address them

separately in this section. We will first look at the
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irplerentation of Automatic Speech Recognition, where we

have accumulated a gocd deal of experience ard where

implementation Is straight forward. We then FovE on to the

urkier area of speech output where we have ruch less direct

experience and where implementation is more involved, with

a number of different strategies available.

B. VCICE INPUT

1. CNCC Voice Input Requirements

Installation of ASR devices is so simple as to makve

the term "Implementation" sound a little pretentious. All

that is involved is ccnnecting the recegnizer tc the host

(in this case the CNCC) via an RS-2Z2 interface, developing

and training the vocabulary, and proceeding to use the

system. The vocabulary that wE useC to test the CNCC model

can serve as the basis for tuilding the one tc be used in

actual operation. The rain problem is in selecting the

particular system to use. This process, not surtrisingly,

invclves the classical tradeoff between cost and capability.

Our experience tc date suggests that a speech

reccgnizer used in the CNCC shculd have the follcwing

uinlral set of features:

-- support a vocabuiary cf at ieast ie utterances;

-- be able to operate in a moderately noisy environtrent;

-- support a wireless transmissicn capability; and

-- have recognition accuracy of over Y%.
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The test vocabulary that we used with the CNCC model

contains about Et utterances. At least thirteen cf these,

however, would not be used in the CNCC in actual operation.

Examples include: Stop the Model", "Change directory to

CCINS" and several others that were included more for

converience than cperaticnal necessity. We did 'ct

implement the entire set of CNCC comranas in the model and

there will be a number. cf utterances that we will

undoubtedly wart to add. A leO-utterance vocabulary shoild

be viewed as a lower-tound; 150 or 2ve might be really more

practical to allow for vocabulary expansion.

Computer centers always generate sore amount of

background noise. The banginr of printers, the whirr of air

conditioners, and the opening and closing ct doors and

drawers are heard routinely in any A"P operations area. It

Is necessary, therefcre, that the speech recognition system

use some technique to filter out the unwanted background

:oise. Usuallj this is accorplished by use of a s-ecially-

designed ncise-cancelling micrcphone.

As we -ointed out earlier, the Network Controller is

'reqtently away frcm the Summary TTY consroe. It would be

inconvenient for him to return to the console to enter voice

input commands. It would be equaliy inconvenient, as well

*: as tnsafe, to use a headset with wires trailing back to the

voice input unit. There is a definite requirerent,

therefore, for some type of radio transmitter to pass
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signals from the micrephone to the recopnizer. This will

permit convenient and safe operation at soire distance from

the Sumtmary TTY.

A reasonable level of recogniticn accuracy is

essential for successful operational use. To be beneficial,

speech reccgnition shculd reduce tne number cf input errors

that would occur If cormanas where entered manually. A

numter of manufacturers of moderately-priced recornizers

advertise recognition rates in the !i range. These figures

can be misleading, hcwever, tecause reccgniticn accuracy is

very much a function of vocabulary design ard experience of

the users. Marketing brochures, therefore, should be looked

2t rather carefully, the best guarantee cf recogniticr.

accuracy being a test with the desired vocahulary. Based on

experience with the CNCC model, there should be little

problem In attaining an acceptable accuracj rate with

several cf the recognizers available tcday. It is when one

begins to look for error rates of 1% or less that the slopes

cf the cest curves become very steep.

Several authors have commented on en interesting

tehavioral phenomenon exhtitited by pecple beir, introduced

To voice input for the first time. Users are much more

critical o± voice input errors than of errors in typiLg.

Poeck [Ref. E: pp. 41-22] nctedt that when he demonstretEd

various software products at the Naval Postgradilaze School,

users ecceptEd his frequent typing errcrs 8s a matter Cf
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course. However, if be mace one error while using voice

input the view often expressed was, "voice Input Is nice,

but it's obviously not perfect and has a long way to go."

While we obviously want an ASR system tc be as accurate as

possible, we should guard against adopting a "double

standard" between speech and typing.

2. Possiole Voice Recognition Systems

In examining alternative voice reccgnition systers

available in the commercial market, we focused on what could

be considered the middle range of voice recognition

prcducts(rcughly $,00e tc $20,00e for a suitably equipped

system) and tended to ignore systems at either end of the

price spectrum. Scott Instruments, for example, markets a

complete voice recognition system (the Vet/2) that runs with

either the Arple I! or the TRS-Bo for about $9 [Ref. 22:

p. 10C]. The eviaence so far suggests that the Scott

recognizer and the oher low-priced systems do not meet

either the vocabulary size requireyrent or the acceptable

accuracy level. At the high end of the spectrum, Verbex ard

Nippon Electric both manufact ure sjsters with excellent

accuracy ratings that are designed to handle limited

connected speech. These systems retail for over $65,0e',

however, a price that seems much too expensive for the CNCC

application.

Of the mary ccmmercially available speech

recognition systers in the desired price range, there are at
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least two that proise good support for the CNICC

application. These are the Threshold T-e00, manvfactrred by

Threshold Technology of Delran N.J. and the Interstate IEM,

produced by Interstate Electronics Corporaticn of Anaheirm,

Ca. The reader may gain sore insight into the rapidity of

change In the vcice technolcgy market by the follcwing Item.

When this section was first being drafted, there were three

systems that seemed tc have pctentlal for the CNCC

application. When the au-thor phoned the third (unnamed)

company for Information, he was Informed that the compary,

previously regarded as one of the leaders in the field, was

no longer making voice recognition equipment.

The Threshold-600 was the voice recogrizer used with

the CNCC model in the NPS laboratory. It was quite easy to

use and performed very reliably. The T-600 system is made

up of a Shure Sm-Ie ncise-cancelling microphcne, an Ann

Arbor large character display and operator console, e tape

cartridge unit, an analog speech pre;rocessor, an ISI-l

microcomputer, and a serial RS-232C compatible input/output

interface. An FM wireless transmitter Is available for an

additional charge of about *0e0. The recognizer will

accept as many as 256 discrete utterances of up to two

seconds in duration. A pause of at least 120 Ms. is

required between utterances. The processing time to

ii7
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recognize an utterance depends on the size of the vocabulary

but will usually be no more than 250 rrs. tRer. 23]

In terms cf performance, the T-fOO is one of the

best in the field. The founder and President of the

company, Thomas B. Martin, is one of the pioneers i.

aeveloping practical speech recognition systems. The

crpany has a wide and varied customer base and its prcducts

have been used in almost every conceivable application. In

addition, the T-60e has been used ir several Intelligerce

and Co'waend and Control contexts and the experience gained

from these ojerations should be transferable to an

application such as the CNCC. All in all the T-COO

represents mature technclogy from a stable and experienced

company. The principal disadvantage of the T-600 is its

fairly hieh cost in comparison to some cf the other

recognizers on the meriet. A fully equipped T-600, with the

wireless FM transmitter, will cost In the neighborhood of

15,000.

The Interstate Voice Response rodule (VRM), by

contrast, can be purctased for as little as $,0,

depending on the options desired. The coirany does not

explicitly advertise an iM transmitter, but assuming that

one were available at a ;rice ccmrparable to that of the

Threshold wireless system (atout $r,000), the tctal cost of

an Interstate system would be roughly $10,000, about 501*

less than for the T-600. The Interstate Voice terminal
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-Voterm), combines a keyooard, displey, 48K bytes of Random

Access Merory (RAM), a Z80 microprocessor, and a 10,M-byte

floppy-disk drive. The Voterm will recognize up to 100

speaker-dependent discrete utterances. An additional

feature worth noting is a board (available for about $1000)

that provides a voice response capabillty. The board, which

uses VOTRAX's SC-01 chip, supports c00 wcrds stored in

memory and the ability to 1rogratr about 100 additional

words.

While it possesses some attractive and potentially

useful features, the VRN does have at least twc possible

drawbacks. First, the 100 word vocabulary Faj leave

insufficient room for expansion and might not provide enough

phrases for the CNCC operation. Second, there is little

experience within the C3 cr Intelligence communities with

the VRM. The author did visit an experimental effort at

NASA's Aires Research Center that used the Interstate Voterr.

Eowever, this particular effort used a very smell vocabulary

(only four words) and thus it is bard to draw a cofrparisca

with the CNCC where a much larger vocabulary Is required.

The NPS Human Factors laboratory has plans to purhase a

Voterm this spring, and their experience may help us to

evaluate the utility of the interstate VRM in the CNCC.

3. Potentlal Areas cf Concern

Vost of our discussion in this thesis has emphasizeq

the positive aspects of Automatic Speech Recognition. There
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is no question that we believe it to be a technique that can

assist the Network Controller in performing his duties rrore

effectively and ccnveniently. Nonetheless, as with any

techrology that introduces funcamental changes in operating

procedures, it is not withcrt scme risk. There seem to be

two issues that should be carefully considered before

.roceeding with installation of a speech recognition system.

We will discuss each cf them briefly here, but they clearly

warrant further consideratioe by the CCINS PVC and C!NCC

management.

The first question concerns the use cf voice

reccgnition ty mere than one speaker cn each shift. As we

have discussed elsewhere in this thesis, voice recognition

systems are speaker-dependenz and must be trained by each

user of the system. In other words, each Network Controller

would train the system with his voice patterns and then

store these patterns on a small cassette. At the start of a

shift, the Controller would read the cassette Into the

memory of the recognition system (which takes less then e

crinute) and would then be ready to issue voice corrrands.
This scenario presumes, hcwever, that cnly one operater per

shift will use the voize equiprent. If this assurption is

not valid, some alternate procedure will have te be adopted.

One possibility, if the vocabulary is srall encugh, is to

train more than one operator on a single tape. This

approach has been tried informally at NPS and appears

1i8
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;rcmising. Depending on the size of the vocatulary and the

ingenuity used to design it, we might be able to store as

uany as three sets of voice patterns on a single tape

cassette. The prcblem is not insurmountable; it simply has

to be addressed before voice recognition equipment is

selected and installed.

The secona concern stems fror the fact that our

study of the CNCC was conducted second-hand at a distance of

40e0 miles. We have attempted to digest and understand all

the operating Irocedures for the CNCC. We are not naive

enough to believe, however, that manuals of operating

procedures always accurately mirror the ojeration tbat they

purport to describe. Fcr many of the situations that arise

in the COINS II networlt, the CNCC operators manual

prescribes alternative courses of acticn. Fcr example,

corrective procedures can often be initiated from either the

Summary TTY using the CNCC command language or the Master

IMP using a different set of commands. Cur analysis and

subsequent model have made the, perhaps simplistic,

assumption of a single data entry point -- the Surmary TTY.

To the extent that this assumption is reasonable, a sing;le

voice recognition aevice will be worKable. Again, it maY be

possible that the convenience offered ty voice recegniticn

might cause the procedures themselves to be Trodifiea so that

the assumption of a single corFand entry position would be

*mcre realistic. We raise these questicr merely to generate

7 # ll



thou6ht and discussion so that they ad any other questions

that rraj arise because of the installation of a voice

reccgnition system can be resolved as early as possible.

C. VOICE OUTPUT

1. General

With voice recognition, there were really no

implerentation issues other selection of the best equipment

at the lowest cost and the need fcr careful planning. For

this reason, we focused on requireirents and the different

capabilities of two possible ASR systems. When we turn tc

the output side, we encounter a different probler. With

output, the requirements are simple and can be satisfied

with a whole range of relatively inexpensive products. The

protlem that arises concerns the way that a voice outrut

device is connected to the CNCC. As we noted earlier, voice

cutlut is software-intensive. The funda-ental design

question, then, becomes one of where to locate this software

to tinirrize the cost and overall ir pact. We are interested

less in particular ccmmercial products than in the broader

issue of irplerentation strategy.

There are only twc fiiudame tal requirements Co a

voice output system in the CNCC. First, it should be

capable of produicing speech cutput frcm prestored messages

that is intelligible to someone who is fariliar with the

out-ut vocabulary. Second, irplerrentation should require no
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m ajcr software cr hardware modificaticns tc the euisting

CNCC, and preferably none at all. There is ro requirement

for a real-time text to speech capatility. Ncr is there

ever a need for "human sounding speech. A voice output

alarm would be in addition to rather than a replacement for

the Logger TTY. Even if the voice output messages were not

-ertectly intelligible, the system would still be at least

as good as the existing one. we do, of course, want to aet

the best system possible witbin some cost range; it can,

however, be effective even if' voice quality is not the

highest. Voice response systemrs are available on the rarket

for prices as low as $400 up to more than $I0,ZeO, wish most

under $5,00. Based on our understanding of the CNCC

operation and our experience vith t1he CNCC Todel, we see no

reason to go atove the middle range.

We will consider three alternative Irplementation

strategies. They differ mainly in the locptlon of the

text-speech software and In overall flexibility.

a. The voice output terminal functions as an

unintelligent perijheral device connected directly tc

the CNCC computer. it performs no ccmpvuzing furcticns

other tban the conversion of the phoneme strings to

output speech.

o. The voice output device is a stand a lone voice

response computer that would accept ASCII-coded
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character strings from the CNCC and transform ther to

voice output messages.

c. The synthesizer is a slave peripheral, as In the first

strategy, but its host computer is not the CNCC but a

general-purpcse microccmputer that wculd handle the

text-speech transformation and ctber corput ng

functions.

In this thesis we are more concerned with overall

system architecture than with evaluating specific commercial

prcducts. In the discussions that fcllow, however, we have

found it necessary to establish some benchmarks so that we

can as.cribe approximate costs to the different alternatives.

For the first and third alternatives, our benchmark system

is the VOTRAX Mcdel SVA synthesizer manufactured by Federal

Screw Works of Troy Michigan. The SVA is an improved

version of the company's popular "Type-'N-Talk" text-to-

speech converter. Both use the VOTRAX SC-01 synthesizer

chip, but the SVA has four times as much meircry and better

control over speech inflection; it costs about $2,00. The

VOTRAX ML-I, which we used in the C3 lac, does not seem t.

Srovide enough extra capability to warrant its $10,0e price

tag, at least as far as the CNCC application is concerned.

For the second option, our benchmark system is the SLC-II

Intelligent Ccmmunicaticns Controller manufactured by

Digital Pathways Inc. of Palo Alto, Cal.fornla. The SLC-II

1 2
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is a stand alone computer with voice output capability

built-in; it sells for about $,200.

2. Slave Voice Output Perlpherai

This design approach, which is the one used for the

CNCC model at NFS, views the synthesizer as a black-box

whose sole function is to convert phoneme strings output by

the host computer into intelligible speech. Figure 21 shows

the synthesizer connected to the Logger TTY in what is

referred to as a Shared Channel Configuration (SSC).

Alternatively, if there were a sufficient number cf serial

Interfaces, the synthesizer and the Logger TTY could be on

separate RS-232C data channels. The burden of somelow

generating the phonere strings is borne by the host

computer, in this case the CNCC. We should note that the

SVA does have fairly good text-to-speech capability that, in

theory, would mean that it could translate the existing

Logger TTY messages directly to speech. While we recognize

this possibility, it does not seem that this alternative is

very practical. For one thing, text-to-speect Plgoritbrns

are not perfect and, based on our exzerience, the results

will prctably not be satlsfactcry. English is nct regarded

as a very rhonetic language ana text-to-speech sjnthesis by

rule might cause the word "IMP" to be pronounced "Eye-n-p"
or the word LINE to come out as "L-ee-n". To get the

necessary control over prcnunclation, the phonere slrivngs

should probably be prepared in advance. Thus, although we
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accncwledge real time text-tc-speech conversion as a

possibility, we think it more realistic to consider the

worst case, i.e. where the CNCC must outrut the phonee

strings.

There is clearly a serious drawback to this approach

in that it requires software changes in the CNCC. It is

worth considering, however, bow we might irplement it in

such a way as to minimize the amount of change required.

First of all, the origiral text-to-pboneme conversion should

not take place on the CNCC. A modified version of the

conversion prograF. developed at NPS could be run on a COINS

TAS to produce the phoneme strings. These would be moved to

the CNCC and stored on disk, requiring about 15,00 bytes of

on-line storage. The CNCC program would be rodified to

recognize the situations when a voice output message was

required, read the appropriate phoneme string frcr disk, and

output it to the synthesizer. As a grcss estimate, this

would require at least 50e-ioee words of rain memory for

code and buffers.

It is difficult to estimate the cost of the CNCC

software changes, cr whether in fact they can even be

accomplished. Based on experience, however, it Is hard to

believe that the cost would be Tuch less than siee,

assuming the work was done under contract. This reans that

the cost of this option would be at least $12,e e and could

very possibly ce higher. About the only real advartege to
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the approach is the fact that we can use the text-to-speech

editor that we developed at NPS with only slight

modification. In that case, however, the host corputer was

considerably more powerful and flexible than the Honeywell-

316. All in all, this alternative is potentially very

costly and there is scme risk that it can't even be done at

all. It is of Interest more for academic than practical

reasons.

3. Stand Alone Voice Response Computer

This design, depicted in Figure 22, eliminates the

need for any software modifications to the CNCC computer.

Messages would be sent to the Logger TTT as they are

currently but would actually be read by a microcomputer such

as the Digital Pathways SLC-II. This computer would pass on

the messages to the Logger TT! but would first scan them to

detect those that should have an associated audio response

message. For these, the microprocessor wculd retrieve and

speak the appropriate output message.

The SLC-II is a microprocessor-based communications

controller that can support up to 5 serial I/o channels.

The built-in speech synthesizer can be used to announce

events over the unit's front panel speaker or via the

telephone. It is usually taught the details of a specific

application by means cf simple commands to its own cperating

system called SAMSYN. The profile of the application is

stored in battery-supported memcry so that, after the
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initial training session, the unit can be considered to be a

black box' tailored for a specific application. Along with

the basic unit and the operating systerr, the SLC-II is

equipped with a version of micrcsoft BASIC to extend its

software capabilit. The SLC-II uses a proprietary bank-

switching technique that allows it tc access up to 60K bytes

of RAP [Ref. 24: p. I-1].

The SLC-II would be interfaced to the CNCC computer

and the Logger TTY on serial RS-232 or 20 mA channels.

SAVSYN provides the capability tc define KEYS that are ASCII

strings that the SLC-II looxs for on its serial line from

the host. Associated with each KEY is an ACTION. If a K-_Y

is detected in the midst of the serial data strear from the

host, it immediately triggers an ACTION; KEY n triggers

ACTION n. ACTIONs cause particular rrcgrams to be executed,

i.e. they tray dial phone numbers, speak sentences, etc.

Typically, in the case cf the CNCC, the action weuld Involve

speaking a sentence such as "IMP 5 is cown." Sentences are

cowposed from a pre-stored vocabulary.

The SLC-!I has several attractive features. Fully

equipped, with 80K bytes of memory end all scftvare, it

costs $32 e. Moreover, it requires no user software as

such, Just the definition of KETs, ACTIONs, ard SENTENCEs

which can be done by someone %ho is not an experienced
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programmer. It is compact, with a built in speaker, and its

user manual is clear and readable.

There are twc pctential drawbacks. iirst, the voice

vocabulary that is provided is not defined in the manual, so

there Is no way of kncwlng whether or nct It is adequate.

The vocabulary requirements of the CNCC are, to be sure,

small, but a number of uncommon words are used. It is

possible that, if necessary, an extended vocatulary could be

purchased at some extra cost. Potentially a bigger problem

is the limited number of KETs and ACTION's, currently set at

16 each. For the mcdel at NPS we used only 12 basic

sentences. Each had a number of variants, however, for epch

of the applicable network components. There were six

variants of the "IMP down" message, for example, one for

each IMP in the COINS subnetwork. There is some suggestion

in the user's manual that these limitations might be deelt

with by invoking user-callable subroutines which use special

ASCII strings called buffers. Buffers seem tc prcvide a way

to formulate an speak sentences dynarically. The

coTparatively low cost and the ease cf Implemectaticn

suggest that these issues should be investigated ftrther.

4. Microcomputer-Controlled Synthesis

This architecture, shown in Figure 2,, is

essentially an attemrpt to combine the advantages of the

first two designs while mi imizing their drawbacks. It

shares with the first the advantage of a convenient and
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powerful text-to-speech editor and, with the secord, the

advantage that no changes to CNCC software are required.

Additionally, it is more flexible than the second approech

because It makes available the full capabilities of a

standard general-purpose operating system.

The system would wort in the following way. The

user wculd employ a special full-screen editor tc generate

the phoneire strings to drive one of the VOTRAX speech

synthesizers such as the SVA described above. These strirgs

would be stored in standard CP/M text files. An application

program running under the CP/M disk operating system would

capture messages sent by the CNCC and pass ther to tte

Logger TTT. It would also scan each message lcoing fcr

alarm conditions. Once the program recognized an alarm

message, It wculd retrieve the corresponding phoneme string

end send it to the SVA.

A speech editor that could be used to su.port this

strategy was developed by Psycho-Lirguistic Research

Associates of Menlo Park, California and is marketed under

under the trade name SpeechWizard. SpeechWizerd is a full-

screen editor for developing horere codes for the entire

family of VOTRAX synthesizers. It is not a text-to-speech

program but rather a speech editor that generates codes for

stored vocabulary to be used later in application programs.

In that sense it Is similar to the mil editor developed on

UNIX for the CNCC model. It can be run on any micrcccputer
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that supports the CP/M operating system, which includes

virtually every major personal computer. Using a special

SOUNDSPELLING system, the user can generate voice messages

without learning about acoustic and articulatory phonetics

and without dealing with hexadecimal, cctal, cr ASCII ccdes.

According to the developer, Dr. Carol A. Simpson,

SpeechWizard has been tested with linguistically naive rsers

who have used it tc create intelligitle speech [Ief. 25].

SpeechWizard is being used at NASA's Ames P.esearch

Center to support a research effort designed to assist

helicopter pilots flying low-altitude missions. The system,

installed on a SCL-20 80O-based microcomruter, seems easy

to use and the output speech, produced by a VOTRAX ML-I, is

clear and intelligible. The price for SpeechWizard is 7325;

of course to use it requires a microcomputer that runs the

CP/M disk operating system. The cost of such sjstems will

vary but a fairly well-equipped system can be purchased for

about $4,zoe. Assuming that we used the VCTRAX SVA

synthesizer,the total cost would be in the $6,00-$7,000

range.

Implementation of this alternative would also

require the levelopment of a program to scan the CNCC

messages and select the appropriate voice resIonse based on

the contents. This program can be written in a li~her-level

language and should be relatively straightforward siace it

is essentially a straight character string rretch and table
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lookup. Someone familiar with the CNCC ana CP/M should be

able to develop such a program In a week or less. Althcugh

It costs a Little more than the second alternative, this

strategy provides a good deal more flexibility and

possibility for enhancement. The number of possible output

messages has no practical limit and the quality of the

output speech is good. Since SpeechWizard was developed by

a professional linguist, it embodies a considerable amount

of linguistic knowledge. The availability of a programmable

microcomputer also opens up other possibilities. The

micrcccmputer could, for example, reformat some of the CNCC

Summary reports to improve their readability. It also could

perform some local command editing and provide voice

feedback to the Network Controller. While we ere not really

looking for a way to Improve other aspects cf CNCC

operation, if the possibilities for such improvements are

presented, it would seem shortsighted to ignore them.

l. COMBINED VOICE INPUT AND OUTPUT

Although voice input and output represent tpo

independent technologies, it is natural tc want to combine

them in a single system. In several places in this thesis,

we have alluded to a clcsed-loop system combining speech

recognition and voice response. Implementation of such a

system would not be easy, particularly in view of the

Justifiable reluctance to make any modifications to the CNCC
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software. Nevertheless, a step In that direction might be

possible if we could install a system connected to the CiNCC

that supported both speech input and ovtput and aisc allowed

for the development of user software to employ them

Intelligently.

The Interstate VOTERM, which we discvssed above in

connection with voice input, ;rovldes at least the

possibility to ccnstruct such a system which minght te

configured as shown in Figure 24. The VOTSRM is ZEO-base

and provides 4K bytes of RAM, an leM-tyte floppy-lsic

drive, a seyboerd and display screen, the discrete-utterance

Voice Recognition Module (VRM), and voice response from a

500-word vocabulary through a VOTRAX SC-01 chip, the same

one used in the SVA synthesizer. Base cost for the syster

is about $11,000, $6,000 for the VOTIRM itself and about

$5,e0e for a wireless transmitter; an expanded mcdel might

cost as much as *15,000. This is in contrast to a cost of

over $20,Oe0 if we used a T-6o0 speech recognition systerr

with a microcorputer-based voice output device. As we noted

above, we don't have much direct experience *itb the

Interstate product and it may come up shcrt on some of the

CNCC requirements. Its 100-utterance recognition

vocabulary, fcr example, maj not be adequate fcr CNCC -se.

The ability to do write user programs in high-level

languages may provide a means to overcome these Iritations.

In light of its relatively low cost and in v!Ew of the

134



CNCC
c orrpuier

Inters tate
VCTERV

Vcice VOTR)X
Recognition S-0
Module chi;

SUM~lRY LCGGFB
T TY TTY
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functional advantages of corbining input and output a single

unit, this strategy Is certainly worth pursuinp furtber.

136



VII. SUMMARY AND CONCLUSIONS

We have taken several different paths in the preceding

discussions; it seems in order, therefore, to try to bring

these paths together and summarize our findings. We first

developed a profile of common characteristics of

applications that have successfully used voice input. The

CNCC application scored fairly high when matched against

this profile. In a less formal way, we looked at typical

applications of voice output and again ccncluded that the

CNCC was a reasonable candidate for application of this

technology.

Having established the potential usefulness of voice

technology in the CNCC, we proceeded to develop a computer

model that would help us evaluate the feasibility of VIO

and, at the same time, give a prelirinary indication as to

the contribution that it might make tc the overall

effectiveness of the Network Controller function. Our

conclusions in this area were rather tentative. We shcwed,

for example, that use of voice technology resulted ir marked

imprcvement in operator response time for cne Infcrmal test

that compared the different operating environments. This

same test seemed to suggest that the use of voice

technology, particularly voice output, would increase the

Froductivity Of the Network Controller in ;erforming
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parallel tasks. Again, caution must be used in Interpreting

these results since the tests were informal, unstructured,

and unreplicated. The conclusion with regard to parallel-

task productivity, in particular, must be viewed 2s the

subjective Impression of a single test subject with no

quantitative measure to support It.

The applicability and feasibility established, we turned

to the consideration of how best to integrate the technclcy

into the existing CNCC. Installatior of Speech Recognitlon

equipment was shown to be straight forward, invclving no

changes to the current hardware or software configuration.

At least two manufacturers offer systems that would rrobably

meet the needs of the Network Controller function; selection

cf the one to use involves the classical tradeeff between

cost and capability. The installation of a voice input

device would necessitate modification to some of the current

CNCC operating procedures. As with any change to an

existing operating environment, careful planning is

essential in order to maximize the tenefits and minimize the

potential disruption.

The probability of operational disruption is much lower

for voice output. The addition of spoken messages, even if

the speech quality Is not too high, is unlikely to hamper

operations. The most serious problem with voice cutput, at

least at this time, is that it requires considerably more

software than does speech recognition. To implement an

____________________ I,_________



audio response capability without software modifications to

the CNCC will require that the voice output device be

driven by an external computer, either a self-contained

Voice Response Computer or a general-purpose microcomputer.

Whichever approach is chosen, a certain ameunt cf software

development and maintenance will be required. In this

context, "scftware" includes anything from creption and

editing of voice messages to develolment of simple prcgrafrs

in a higher-level language like BASIC. The key point Is

that, while we ray be able to minimize the amount of

software work, we cannot eliminate it all.

In the section on implementation, we included some

discussion of the comparative costs of the different

alternatives. This is a difficult area to summarize since,

as might be expected, the cost picture is a comparatively

fluid one. It is possible, nonEtheless, to at least

establish some cost boundaries as guidelines for decision-

making. At the low end, it is possible to implement a

combined voice input/output system for as little as $iI,0;

other potential configurations could cost twice that much,

and there are a number of alternatives in between. Our

investigation has shown that the technology can Improve

operations in the CNCC. The question of whether or not the

improvement is worth the cost is, quite properly, a

management rather than a technical one. We hope that scme
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cf the grcundworkc done in this thesis might r'ake that

question easier to answer.
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APPENDIX A

OPERATING INSTRUCTIONS FOR CNCC MODEL

These instructions assume that the person who wants to

run the model has a working familiarity with both the UNIX

operating syster and the CNCC operating procedures as

outlined In The CNCC Operators Manual [Reference 3]. Given

these assumptions, running the model is fairly

straightforward. The process lnvclves three steps: first,

ensuring that the suport files contain the correct

information; second, running the mcdel; and third, analyzing

the results.

There are a number of files that the system uses to

initialize internal parameters and tables. The casual user

will only ever have to make changes to one of ther, the file

cncc.ini. This file contains a number of parareters Pnd

switches that the ;rograr uses while ojerating. The file is

a standard UNIX text file that can be modified with any of

the text editors, such as the full-screen RAND editor. The

file also contains comments that essist the user in mak rg

changes. The contents of the file as used at NIPS are as

follows:

. .O,8 c400.0,86O0.0,-l,/aev/Ttyb
rtmul = 4.0 ; nr cf times real time for this run

Imtbf = 66400.0 ; mtbf for an imp In secs
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lmtbf = SE400.0 ; mtbf for a line In secs
voflg = -1 ; voice output enabled
logdev - /dev/ttyh ; device for voice output

The parameter fields contain nurbers or character

strings and are delimited by commas; the format is fairly

rigid and all fields except the last rus t contaIn the

required number of character positions. The first parameter

(RTMUI) is the multiplication factor that the model uses to

speed up real time. In the example, each half hour of

program time would correspond to an entire day of real time.

The parameters IMTBF and LMTBF represent the MTBF for IMPs

and lines respectively. In this case, MT13F for both is one

day (86,400 seconds). The program will apply the real time

multiplication factor to these values converting them, in

this case, to 30 minutes each. The parameter VOFLG

determines whether or not voice output messages will be

used. In the example, the value of -1 turns or. voice

output; to disable it, the user would change the value to 0.

The last field contains the UNIX path name for the device

that is to serve as the Logger TTT, in this case /dev/ttyh.

This provides flexibility in configuring the system. Note

that as the system is currently designed, the voice outlut

device and the Logger TTT must be the same terminal.

Once the user has made any required changes to cncc.ini,

he or she is ready to run the model. To do this, he should

LOGIN on both the Summary ard Logger TTYs with the sPme

USEPID on both devices. Next, change the working directory
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on toth terminals to the directory where the software for

the model resides. (At NPS, this is currently

/usr/malarkey/coins.) Next, on the Logger tty, enter the

commend 'beck'; this will start up a tackground process that

will periodically type out the current date and tire. Then,

on the Summary TTT, enter the commend 'cncc' and the model

will start to execute. The program will first ty-.e out the

current date and time on the summary TTY and then will be

ready to accept command input. The following commands are

currently suppcrted: REPORT, BROADCAST FILE, PR!NT

DIRECTORY, PRINT TOTAL, SEhD LOCAL-FILE, DUMP, PENAME FILE,

and DELETE FILE. See the CNCC Operators Manual fcr details.

In addition, two special commands have been included

for operator convenience. It may be useful for the operatcr

to change the status of one of the lines in the network. To

do this, a special command has been implemented. The user

types '?l'; the system responds with 'INE STATUS IS'; the

user then enters either a 'd', a ."u' or an 'I' to dencte

that the line is either down, up, or looped; the system then

responds 'LINE: " and the user enters the tire number

followed by an escape character. Here are two examples:

?lINE STATUS IS uP LINE: 2$
?1INE STATUS IS lOOPED LINE: 14

Typically this comrand is used to restore a line that has

been marked down by sore network event. The other special

command provides a way to gracefully stop the- model. To

143



halt, type '?q; the system~ vili respond 'UIT CONFIRM (T OR

N)' and the user responds appropriately.

After running the model, the user may wish to examire

the response times for the run. These results are in a rile

namred cncc-log. Each line in the file corresponds tc cne

event that required operator action and contains the event

code, the subcode, and the number of seconds that elapsed

between the timre that the failu~re occurred and the time that

an applicable operator response was noted.



- I APPENDIX B

PARAMETERS AND GLOBAL DATA STRUCTURES

1. PARAMETER DEFINITIONS

parameter evisz = 200 !size of event 1st
parameter maxev = 50 !max nr of events
parareter leve = 4 1 length or event entry
parameter palsz = 40 1 sz of pending acts 1st
parameter lpee = 4 1 lngth of pal entry
parameter alines = 14 ! nr of lines in network
parameter nimps, = 6 ! nr ef IMPS In network
parameter nbosts = 20 !nr of network hosts
parameter cffdtty = 5 1unit for apr crrd input
parameter sumtty = 6 1unit fcr Summary TTT
parameter disk =1 Idisk I/o unit number
parameter logfil =2 1 unit # for log file
parameter mail =14 1inc±' interrupt signal
parameter mlen =30 1length of ipcf rrsg
jaran'eter raw = "40 1 mask for raw tty i/o
parameter cock = "177737 Imask for cocked tty
parameter nvn'sg = 12 1 nr of voice output msgs

2. GLOBAL DATA STRUCTURES (COMMON BLOCIS/

COMMON BLOCK EVINI, contains info on event list
common/evinf/ttne,tfne,rtrrui,rtinv,events,evlp,nev,
+ stime,ctimre,evcode,evprms,evsupp

integer ttne Itime TILL next eventLiinteger tfne I timre FOR next event
real rtmul I real time multiplier
real rtinv ! inverse of rtmul (1/rtr'ul)
byte events(evlsz) I ordered list of events
integer evip I pointer to next event to eddFlinteger nev I nr or events on list
Integer sti~e Ipgm starttime
integer ctime I current time (rel to stitre)
byte evcode I code for current event
byte evprns(4) Isubcode or params fcr event
byte subcod
equivalence (subcod~evprtms(i))

byte evsupp.(26) I supplemertary event Informnation
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COVMON BLOCK NETINF contains tables and variables that
represent the current state of the network.
cemmon/netinf/ istat,lstat,modlns,vhimp,vbnam,

imtbftlrrtbf
byte Istat(nimps) ! imp status tbl
byte lstat(nlines) ! line status table
byte modlns(4,nlines) ! network topology tbl
byte vhim1:(nhosts) I host-ir1. mapping tbl
byte vhnam(10,nhosts) ! virtual hcst names
real irtbf ! MTBE for an IMP
real Imtbf I MTBF for a line

COMMCN BLOCK PALINF contains infc on pending action list
common/palinf/val,pap,repeat
byte pal(palsz, I pending actions list
integer pap ! pcinter for pal
logical repeat t true when we are repeating

I previous events fror pal

COMMON BLOCK VOCOUT contains info on voice output msgs
common/vocout/voflg,logtty,vorrnr,vorrid,vorrsg
logical voflg I true If voice output turned cn
integer logtty I unit for logger tty
integer vomnr I message nr within event
byte vomid(E,nvmsg) I code and message number
byte vomsg(8,nvmsg) l file names whEre phoneme

I strings are stored

COMMON BLOCK VDATA contains phoneme Info for current

voice output message
comiron/vdata/vpbon,infl,rate,nv
integer4 vpbcn(maxv) ! phonemes tc be output.
byte infl(maxv), rate(maxv) ! inflection arl rate
byte nv ! nr of phoneres

COMMON BLOCK MISC ccntains general purpose stuff
common/misc/adate,atime,lbuf,sttyfd,lttyfd,ttmode
byte adate(12) I ascii date
byte atime( 8) ! ascii time
byte lbuf(80) I scratch buffer. only use fcr

I temporary storage of data.
integer sttyfd I file descr for summ tty
integer lttyfd I file :sscr for logger tty
integer ttmode(3) I tty modes

COMMON BLOCK TTYINF ccntains glocal data structure fcr
command handling process
ccmmon/ttyinf/ chan,ccode,delchr,aellin,corplt
integer chan ! unix chan fcr Summ TTY
integer ccode I code for current opr cmd
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lcce

logical delchr I true If char was 'delete chr'

logical dellin ! true if char was 'delete line'
logical comiplt I trie if command line completed

COMMON BLOCK IPCF ccntains necessary variables and
buffers needed to implement primitive IPC'
coirmon/ipcf/ rrsg,rcvmsg,spid,dpid,newmsg,noral I
byte nsg(mlen) ! send message buffer
byte rcvmsg(rmlen) ! receive message buffer
integer spid ! sending PID
integer dpid I destination PID
logical newrrsg I true if new rsg has arrived.
logical nomail ! true when mail Ints disabled

COMMON BLOCK ENVIR contains info used by both parent
and child processes in CNCC model. Saved in disk file
envir.dat.
comrmon/envir/parent,ttyin
integer parent ! pid for CNCC process
integer ttyin I pid for TTYIN prccess

3. TABLE OF VALID OPERATOR COMMANDS

parameter ncmds = 10 I nr of opr commands
byte cr.ds(4,ncrcs) I table of legal comrands

cmds(1,j) - nr of chars in jth command
cmds(2,J) - 1st char of Jith command
cmds(3,J) - 2nd char of jih command
cmds(4,j) - 3rd char of jth ccmmand

data (cmds(i,1), i =
data (cmds(i,2), i = 1,4)/l,'P',ee/
data (cmds(i,3), I = 1,4)/l,'5",Ze/
data (cmds(i,4), i = 1,4)/2,'D','U ,0/
data (cmds(1,5), I = 1,4)/I,'D" , Z //z
data (cmds(i,7), I = 1,4)/3,'R', " 'Ndata (cmds(1,7) , I = 1, ) /3, ', , , 'I,'/
data (cmds(i,8), i = 1,4)/3,'R , ! ,'P /

teta (cmds(i,9), I = 1,4)/, , 0, 0
data (cmds(i,l), i =
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APPENDIX C

VOICE INPUT VOCABULARY

NR UTTERANCE OUTPUT STRIN~G

2 ~ ZERO
1 ONE 1
2 TWC 2

1HEE~

4 FOUR 4
FIVEt

6six 6
7 SEVEN 7
8 FIGHT 8
9 NINE 9

10 STOP THE MODELT
11 QUICKPRINT REPORT 7REPQ:
12 STATUSREP ?REPS:
13 THRUPUT SUMMARY ?REPT:
14 DAYSUMM ?REPL:
15 DUMP IMPi ?DUImpsyse8sels
16 rump imp2i ?DUIMPSYS88$02$
17 rUMP IMP3 7DUIVPSYS8E 03$
1e DUMP IMP4 ?DUIMPSYS88$04*
19 rump IMPgS ?DUIMPSYS8E$05S
20 DUMP IMP6 ?DUIMPSME$806
21 RELOAD IMPi ?RELIMPSTS9901$
22 RELOAD IMP2 ?RELIMPS!SYY$,02$
23 RELOAD IrP3 ?RELIMPSTS99$03
24 RELOAD IMP4 ?RFLIMPSTS99$04$
25 RELOAD IMPb ?RELIMPSTS *9$05$
26 RELOAD IMP5 ?RILIMPSYS99$06$
27 CLEAR CRASH IMP1 ?BCLEARCRASH$1$
2E CLEAR CRASH IMP2 ?BCLEARCRASE$2$

429 CLEAR CRASH IMP3 9BCLEARCRASH$3
30CLEAR CRASH IMP4 ?BCIEARCRASH$4$

31 CLEAR CRASE IMP; ?BCLEARC.RASF$5$
*132 CLEAR CRASH IVP6 ?BCLZARCRASH$6$

33 MARE UP LINE1 ?LU1$
34 MARI UP LINEZ ?LU2$
35 MARK UP LINE3 ?LU3
36 MARK UP LINE6 7LU6$
37 MARK UP LINE? ?LU74,

*.38 MARK UP LINEE ?LU8*
39 MARK UP LINE14 ?LU14$
40 CORRECT CKSUM IMPI ?BHACMEV IMP1$1$



41 CORRECT CKSUM IMP2 ?PHACIEt' IMP2525
42 CORRECT CISUM IMP3 ?BHACMEM IMP$3$
43 CORRECT CKSUM IMP4 7BHACmEM IMP4$4$
44 CCRRXCT CKSUV IMk' ?BHACMEM IMPE$5
45 CORRECT CKSUM IMP6 ?BHACMEr' IMP5 6$

46 SEND LOCAL vILE 7S
4:7 DELETE FILE ?DEL
48 RENAME ?REN
49 PRINT DIRECTORY ?PD
50 HOW MUCH DISK SPACE ?PT
51 LOGFILE CNCC.LOGS
52 TOPOLOGY CNCC.NET$
53 NCC 1$
54 SOLIS 25
55 IA 4$
56 NSE 55
57 COINS TAS 7$
5a ARPANET GATEWAY 8$
59 TILE 10
6e NDS 1-

61 BLACKER FRONT END 14
62 BLACKER TAS 19
6 TTRF 2e
64 TESTFILE TESTFILE$4
65 SCRATCHFILE SCRATCEFILES
66 IMP 1 15
67 IM P 2$
68 IMP 35
69 IMP 4 45
70 IMP b 5$
71 IMP6 e$
72 LOGIN TO UNIX MALARKEY<cr>
73 PASSWORD <UNIX PASSWD>
74 CHANGE DIR COINS CD CCINS<cr)
75 STARTUP THE NCC CNCC:TEE CHAT<cr"
76 STOP THE SYSTEM ?CY
77 HOST SUMMARY ?REPH:
7e BROADCAST FILE ?B
79 RELOAD ?REL

j 80 MODEM ZERO 0
81 MODEM ONE 1
E2 MODEM TWO 2
83 NET STATISTICS NETSTAT$
84 ESCAPE <esc>
85 DELETE CHARACTER <ctrl-h>
86 CANCEL <ctrl-u)

*Ii
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APPENDIX rl

VOICE OUTPUT MESSAGES

INTERNAL
NUMBER VOICE MESSAGE

0101 IMP ## errors corrected.

0301 IMP ## has been relcaded.
1001 Line ## is up.

I1002 Line ## is looled.
1003 Line ## Is dcwn.
1101 IMP ## is down.
1201 Line ## is down.
1401 IMP ## tad host data check~sum.
1501 IMP ## trap condition.
1601 IMP ## crash report.
1801 Line ## is down plus side.

I 1802 Line ## is down rrinus Side.
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